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SUMMARY

Fine-grained emotion recognition is the process of automatically identifying the emo-
tions of users at a fine granularity level, typically in the time intervals of 0.5s to 4s ac-
cording to the expected duration of emotions. Previous work mainly focused on devel-
oping algorithms to recognize only one emotion for a video based on the user feedback
after watching the video. These methods are known as post-stimuli emotion recogni-
tion. Compared to post-stimuli emotion recognition, fine-grained emotion recognition
can provide segment-by-segment prediction results, making it possible to capture the
temporal dynamics of users’ emotions when watching videos. The recognition result
it provides can be aligned with the video content and tell us which specific content in
the video evokes which emotions. Most of the previous works on fine-grained emotion
recognition require fine-grained emotion labels to train the recognition algorithm. How-
ever, the experiments to collect these fine-grained emotion labels are usually costly and
time-consuming. Thus, this thesis focuses on investigating whether we can accurately
predict the emotions of users at a fine granularity level with only a limited amount of
emotion ground truth labels for training.

We start our technical contribution in Chapter 3 by building up the baseline methods
which are trained using fine-grained emotion labels. This can help us understand how
accurate the recognition can be if we take advantage of the fine-grained emotion labels.
We propose a correlation-based emotion recognition algorithm (CorrNet) to recognize
the valence and arousal (V-A) of each instance (fine-grained segment of signals) using
physiological signals. CorrNet extracts features both inside each fine-grained signal seg-
ment (instance) and between different instances for the same video stimuli (correlation-
based features). We found out that, compared to sequential learning, correlation-based
instance learning offers advantages of higher recognition accuracy, less overfitting and
less computational complexity.

Compared to collecting fine-grained emotion labels, it is easier to collect only one
emotion label after the user watched that stimulus (i.e., the post-stimuli emotion la-
bels). Therefore, in the second technical chapter (Chapter 4) of the thesis, we investi-
gate whether the emotions can be recognized at a fine granularity level by training with
only post-stimuli emotion labels (i.e., labels users annotated after watching videos), and
propose an Emotion recognition algorithm based on Deep Multiple Instance Learning
(EDMIL). EDMIL recognizes fine- grained valence and arousal (V-A) labels by identifying
which instances represent the post-stimuli V-A annotated by users after watching the
videos. Instead of fully-supervised training, the instances are weakly-supervised by the
post-stimuli labels in the training stage. Our experiments show that weakly supervised
learning can reduce overfitting caused by the temporal mismatch between fine-grained
annotations and input signals.

Although the weakly-supervised learning algorithm developed in Chapter 4 can ob-
tain accurate recognition results with only few annotations, it can only identify the an-

xi



xii SUMMARY

notated (post-stimuli) emotion from the baseline emotion (e.g., neutral) because only
post-stimuli labels are used for training. The non-annotated emotions are all catego-
rized as part of the baseline. To overcome this, in Chapter 5, we propose an Emotion
recognition algorithm based on Deep Siamese Networks (EmoDSN). EmoDSN recog-
nizes fine-grained valence and arousal (V-A) labels by maximizing the distance metric
between signal segments with different V-A labels. According to the experiments we run
in this chapter, EmoDSN achieves promising results by using only 5 shots (5 samples in
each emotion category) of training data.

Reflecting on the achievements reported in this thesis, we conclude that the fully-
supervised algorithm (Chapter 3) can result in more accurate fine-grained emotion recog-
nition results if the annotation quantity is sufficient. The weakly-supervised learning
method (Chapter 4) can result in better recognition results at the instance level com-
pared to fully-supervised methods. We also found that the weakly-supervised learn-
ing methods can perform the best if users annotate their most salient, but short emo-
tions or their overall and longer-duration (i.e., persisting) emotions. The few-shot learn-
ing method (Chapter 5) can obtain more emotion categories (more than the weakly-
supervised learning) by using less amount of samples for training (better than the fully-
supervised learning). However, the limitation of it is that accurate recognition results
can only be achieved by a subject-dependent model.
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2 1. INTRODUCTION

1.1. BACKGROUND AND MOTIVATION
Emotions are manifested in all segments of our lives. It has been shown that emotions
influence various cognitive processes, including perception and organization of mem-
ory [1], goal generation, evaluation, and decision-making [2]. Emotions also play an im-
portant role in users’ selection and consumption of video content [3]. According to the
gratification theory [4], emotions influence the video selection either directly, by being
gratifying experiences per se, or indirectly, by contributing to cognitive and social needs
[5]. It was found by Zillmann [6] that users prefer to select movies and videos that are
expected to maintain or maximize their pleasure states. Other researchers [4, 7] found
that affective states corresponding to negative feeling states such as sadness can also
gratify users because the sad scenes can induce empathy towards characters. Thus, dif-
ferent users actively seek out different media content eliciting different affective states
to satisfy their emotional needs.

To help video providers (e.g., movie or advertising producers, online tutors) better
understand their users’ emotions towards the video content they make, an emotion an-
alytics dashboard could be useful. For online tutors, a dashboard which shows students’
emotions towards their online courses could help them to identify which parts of their
courses are interesting or boring for students. Based on that, they could adjust the con-
tent of online courses to promote the engagement and learning experience of students
[8]. Similarly, by pinpointing the moments which trigger negative emotions (e.g., dis-
comfortable ), the emotion analytics dashboard could help filmmakers to improve the
story arch of the narrative for their films and delete or adjust the scenes that make the
audience distracted or confused. To realize that, video providers could invite users that
represent their target customers to their lab for a test screening when making a new
video (e.g., movie, advertisement, online course). Users would be equipped with sen-
sors to measure their physiological signals (e.g., Blood Volume Pulse (BVP), Skin Tem-
perature, Electrodermal Activity (EDA)). These signals would then be sent to the servers
of the video provider and used to predict the emotions of the users by the content of dif-
ferent video segments. At last, the obtained emotions would be aligned with the video
content and visualized on the emotion dashboard for the video providers to analyze the
relationship between video content and the emotions of users and help them inform
their subsequent video production steps.

Building the emotion analytics dashboard requires acquiring the emotions of users.
Most previous works just recognize one overarching (average, dominant) emotion per
video stimulus (i.e., post-stimuli emotion recognition) [9, 10], not capturing the time-
varying nature of human emotions [11, 12]: users could reveal multiple emotions over
time while watching a single video. This is illustrated by an example of the emotion
analytics dashboard shown in Figure 1.1. Although the overall rating for this video is
fear, the user watching the video reveals that emotion only in the time interval from
15.2s to 26.7s, as indicated by low valence and high arousal. The video providers (e.g.,
movie and ads producers) need to obtain the emotions of users aligned with the specific
video content to analyze the relationship between video content and users’ emotions.
Fine-grained emotion recognition is defined as recognizing the emotions of users at a
fine granularity level, typically in the intervals of 0.5s to 4s according to the expected
duration of emotions [13, 14]. Fine-grained emotion recognition can therefore provide
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Figure 1.1: An emotion dashboard used for evaluating the personalized watching experience of a user: his or
her emotion is at low valence and high arousal when the man in the movie is smashing the door with an ax

more precise recognition results for video providers to better understand and analyze
the relationship between users’ emotions and video content over time.

Machine learning algorithms, such as artificial neural networks, can automatically
learn the non-linear and high dimensional mapping between the input signals and ground
truth labels, which makes them powerful tools for emotion recognition [9, 15]. Most
of the previous works [12, 16, 17] on fine-grained emotion recognition using machine
learning methods rely on large amounts of annotated signals to train an accurate recog-
nition model. This means that the input signals are required to also be annotated at
a fine granularity level [18]. To collect such fine-grained emotion labels (e.g., valence
and arousal), researchers either ask users themselves to label their emotions in real-time
while watching videos [19, 20] or invite professional annotators (e.g., trained clinical psy-
chologists) to label users’ emotions segment-by-segment (e.g., using videos of users’ fa-
cial expressions [21]) after watching videos [21–23]. However, both approaches come
with significant challenges. Asking users to momentarily self-report their emotions can
incur unacceptable mental workload and result in user fatigue. In the second approach,
at least three external annotators are usually required to get a meaningful annotator
agreement (e.g., high kappa score) [21, 24, 25]. Thus, the experiments to collect these
ground-truth labels are usually costly and time-consuming and therefore a large extra
burden and investment for video providers.

In view of the above, the main challenge for the thesis is to find a trade-off between
emotion recognition accuracy at a fine level of granularity and the amount of annota-
tion used for training the algorithms. To overcome this challenge, this thesis proposes
new scientific concepts demonstrated by machine-learning algorithms that use weakly-
supervised learning and few-shot learning to obtain fine-grained emotions of users. This
will directly feed into an emotion analytics dashboard helping video providers under-
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stand the users’ affective response to the media content they provide.

1.2. BASIC CONCEPTS
To recognize emotions at a fine-level of granularity using machine learning techniques,
three basic concepts need to be defined: 1) the emotion model to define emotions, 2)
the input modalities/signals to train the machine learning models and 3) the ground
truth labels to validate the designed models. The emotion model and ground truth labels
determine which kind of prediction this thesis could present to help the video providers
to better understand their users. The input modalities/signals determine whether these
output/predictions can be obtained in a reliable manner. Below, we describe and discuss
each of them in more detail.

1.2.1. EMOTION MODEL

Common affective concepts typically include affect, emotion, mood and feeling. Ac-
cording to Gross et at. [26], affect can be viewed as the superordinate category which
contains emotion, feeling and mood. In neuroscience [27], emotion often refers to a
mental state that arises spontaneously. It is often accompanied by physical and physi-
ological changes that are relevant to the human organs and tissues such as heart, skin,
blood flow and muscle. Feeling and mood however, last longer than emotions and are
often fueled by a mix of emotions. One of the biggest differences between feeling, mood
and emotion is that the memories (which differ across the individuals) play a significant
role in the formation of feeling and mood [9], while emotions have stronger links with
specific stimuli.

To define or model emotions, researchers primarily use two kinds of models [9]: cate-
gorical and dimensional emotion models. Categorical emotion models divide emotions
into discrete categories such as happy, sad, anger, fear, surprise, and disgust. For exam-
ple, Ekman [28] summarizes six basic emotions: happy, sad, anger, fear, surprise, and
disgust, and viewed the other emotions as the production of reactions and combina-
tions of these basic emotions. Dimensional models, also known as continuous emotion
models, describe emotions using a multi-dimensional space. For example, the classic
Russell’s Circumplex Model of Emotions [29] describes emotions in a two-dimensional
circular space: valence and arousal. An additional dimension of dominance was later
introduced to allow differentiation of the emotional states showing the same levels of
arousal and valence based on the degree of control exerted by a stimulus (e.g., rage ver-
sus grief) [30].

Compared to discrete models, the dimensional models introduce continuous vari-
ables to describe emotions, which enables them to model emotions at a finer level of
granularity [31, 32]. Although dominance is an important dimension to describe emo-
tions, some researchers [33, 34] argue that it can be considered redundant and seen as
a consequence of the core affect (valence and arousal, defined by Russell [35]). Previous
work on affective video content analysis [31, 36] also show that the effect of the dom-
inance dimension becomes visible only at points with distinctly high absolute valence
values. Consequently, dominance plays only a limited role in characterizing various
emotional states. We therefore focus on valence and arousal to describe emotions in
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this thesis.

1.2.2. INPUT MODALITIES

Derived from traditional emotion theories, researchers summarize the input to recog-
nize emotions into two categories [37]: expressions and embodiments. The expressions
used for recognizing emotions include facial expressions, voice, body language and ges-
tures. The embodiment theories view emotions as physiological behaviors of the human
neural systems [9]. According to James-Lange theory [38] and Cannon’s theory [39], we
feel emotions and experience physiological reactions, such as sweating, trembling, and
muscle tension, simultaneously. Unlike the visual and vocal expressions, physiological
signals (e.g, Blood Volume Pulse (BVP), Skin Temperature (SKT), Electrodermal Activ-
ity (EDA)) measured from the human neural systems are largely involuntarily activated,
which makes it more objective to recognize emotions [9]. We choose physiological sig-
nals as input modalities due to the following reasons:

- Previous works on neuroscience and emotions showed that physiological signals and
emotions have strong correlations [40–42]. For example, when the arousal of the user
increases, the heart rate (HR) and EDA of the user will also increase. When the va-
lence of the user changes from positive to negative (or from high to low, depending
on the model), the heart rate variability (HRV) decreases [9, 41].

- Compared to the expressions, physiological signals are better observable and mea-
surable by non-intrusive and wearable devices. For example, while a camera is needed
for capturing facial expressions, the viewport capture from the front-facing camera
does not always capture the full face in an outdoor, mobile environment when a user
is on the move [43].

1.2.3. GROUND TRUTH LABELS

For acquiring the ground truth labels used to validate fine-grained emotion recognition
algorithms, the common practice in the previous work was to either ask external annota-
tors to continuously annotate users’ emotions [24], or to use the continuous self-reports
from users themselves [44]. Compared to self-reports, external annotators can misiden-
tify some emotions. For example, according to the experiments of Song et al. [45] and
Abdic et al. [46], negative valence is often misidentified by external annotators as pos-
itive when users smile because of sarcasm and frustration. According to the appraisal
theory [47], our emotions can be represented by our appraisals or estimations of events
or stimuli. The appraisals, which can be collected by self-reports from users, are directly
linked with the subjective experience of individuals towards specific events or stimuli
[40]. This thesis focuses on recognizing the personalized experience of users watching
videos. Therefore, we used the momentary self-reports of valence and arousal from users
as the emotion ground truth labels to validate the machine learning models for emotion
recognition we designed.
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1.3. THESIS OBJECTIVE AND SCOPE

The objective of this thesis is to propose new scientific concepts and their algorithmic
implementation to find a trade-off between emotion recognition accuracy at a fine level
of granularity and the amount of annotation used for training the algorithms. The scope
of the thesis is limited to personalized fine-grained emotion recognition for video watch-
ing, by relying on physiological signals and machine learning algorithms. While the pro-
posed concepts and algorithms are expected to feed into the development of emotion
analytics dashboards for video providers, the research of how to adapt these algorithms
for an emotion analytics dashboard is beyond the scope of this thesis. The research of
emotion recognition for other media content (e.g., music) or using different modalities
(e.g., facial expressions, video content) is also beyond the scope of the thesis.

1.4. RESEARCH QUESTIONS

Fine-grained emotion recognition requires algorithms to predict emotion states by re-
lying on signals within a specific time interval. This is typically done using two kinds
of methods: regression and classification. Regression methods view the target emotion
states as a continuous sequence and directly calculate the mapping (regression) from
input signals to output emotion sequences. Classification methods on the other hand
first divide the entire signals into multiple segmentations (instances) and classify the
emotion for each fine-grained instance. Both the regression and classification meth-
ods need fine-grained emotion labels to train the recognition algorithm. However, the
experiments to collect these fine-grained emotion labels are usually costly and time-
consuming. To collect these labels, researchers developed momentary emotion anno-
tation tools, such as FEELTrace [48], CASE [49], RCEA [19] and RCEA-360VR [50] which
allow users to input their emotions (e.g., valence and arousal) in real-time. However,
momentary annotation requires users to multi-task (e.g., watch videos and annotate at
the same time), which poses risks in increasing user mental workload [19, 51] and is not
always feasible if users watch longer videos [52].

Therefore, the main challenge of the thesis is to explore whether we can accurately
predict the emotions of users at a fine granularity level with minimum labels (known
as the problem of small data for emotion recognition [53–55]). To answer this question,
we need to first understand how accurate the recognition can be if we take advantage of
the fine-grained emotion labels (Chapter 3). Although previous works have explored this
question using deep learning models, these methods still have the problem of overfitting
on the training data when there is temporal resolution mismatch (due to the different
interoception levels across individuals) between physiological signals and fine-grained
self-reports [56]. This leads to our first research question:

Research question 1: How can we recognize emotions at a fine granularity level by
taking advantage of the fine-grained emotion labels?

RQ 1.1: Can correlation-based instance learning offer advantages for fine-grained emo-
tion recognition compared to sequence learning?
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Although previous works [12, 16, 57] provide useful insights on fine-grained emotion
recognition using fine-grained labels, there are still two challenges which lead to low
recognition accuracy. The first challenge is that the information inside each segment of
the signals (instances) may not be sufficient for recognizing emotions. To address that
challenge, sequence learning methods such as Long Short Term Memory (LSTM) net-
works have been deployed to extract the temporal information between different sam-
ples or instances as additional features for recognition [58–60]. However, the use of se-
quence learning methods leads to another challenge: the temporal resolution mismatch
between physiological signals and fine-grained labels could lead to the problem of over-
fitting for sequence learning [61, 62]. The recurrent learning structure used by sequential
learning approaches could cause the accumulation of error when the network is trained
with mismatched signals and labels.

Previous work [63, 64] found that the same video stimulus could trigger relatively
similar valence and arousal among different users. Thus, the emotion self-reports of
the users watching the same videos are correlated. Inspired by this idea, we explore
whether the correlation-based instance learning offer advantages for reducing the prob-
lem of overfitting when fine-grained emotion labels are used for training. Specifically, we
explore whether the correlation-based instance learning can overcome the two above-
mentioned challenges by extracting features between signal segments using correlation-
based features. To achieve this, we propose a correlation-based recognition algorithm
(CorrNet) in Chapter 3, which uses unsupervised learning to learn the features both in-
side and between different instances, and a fully-supervised classifier to recognize the
emotions for each of them. We compare the recognition results with state-of-the-art
machine learning and deep learning (include sequential learning) methods to find out
whether it can offer advantages for fine-grained emotion recognition by providing more
accurate recognition results. Comparing the performance of correlation-based instance
learning with other classic deep learning approaches could help us build baselines about
how accurate the recognition can be by taking advantage of the fine-grained emotion la-
bels.

RQ 1.2: Does correlation-based instance learning provide imbalanced prediction accu-
racies for different emotion categories?

The datasets which contain fine-grained emotion labels usually have an imbalanced dis-
tribution of samples for different emotion categories [20, 65]. When users annotate their
emotions, they tend to annotate them as neutral by default and non-neutral only for
specific scenes (e.g., kissing scenes for happy). Thus, the training data could contain a
large number of samples labeled as neutral and only a small amount of data labeled as
other emotions. We investigate whether the sample imbalance will influence the predic-
tion accuracies for different emotion categories in Chapter 3. The study of this research
question helps us to understand the limitation of recognition algorithms trained with
fine-grained labels.

After building up the baselines, we start with investigating whether the emotions can
be recognized at a fine granularity level by training with only post-stimuli emotion la-
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bels (Chapter 4). Post-stimuli emotion labels are the labels users annotate after watch-
ing the videos. Training the recognition system using only post-stimuli labels is easy
for both developers and users: developers do not need to collect a large amount of fine-
grained emotion self-reports and users only need to input their emotions once after they
watch the videos. However, when training machine learning algorithms to recognize
fine-grained emotions using post-stimuli labels, the information on which fine-grained
instances represent the emotion annotated by the users is missing. According to the
peak-end theory [66], the post-stimuli labels represent only the most salient (peak) or re-
cent (end) emotion while watching a video, rather than the naturally dynamic and subtle
emotional changes that may occur within it. This is defined as the problem of temporal
ambiguity of emotion recognition by Romeo et al. [52]. This problem can lead to overfit-
ting [67, 68] if all the instances are fully-supervised by the post-stimuli labels. To address
this, we define the following research question:

Research question 2: How to utilize physiological signals with only post-stimuli emo-
tion labels to train a fine-grained emotion recognition system?

RQ 2.1: Does weakly-supervised multiple instance learning solve the problem of time am-
biguity if only post-stimuli emotion labels are available for training?

Addressing the problem of time-ambiguity requires networks to learn the probability
for instances to correlate the corresponding post-stimuli labels. In the paradigm of Mul-
tiple Instance Learning (MIL), the input is a set of bags which are composed of mul-
tiple instances. At the training stage, each bag has a corresponding label while each
instance does not. MIL assigns each instance a matching score (instance gain) which
maximizes the probability to predict the bag label [69]. Unlike fully-supervised learn-
ing which learns the precise mapping from input signal segments and segment labels,
the MIL uses weakly-supervised learning to model the probability of each signal seg-
ment corresponding to the one label of the entire signal. Inspired by the idea of MIL, we
want to find out whether the instance gains learned by MIL can represent the probabil-
ity for instances to predict the post-stimuli emotion labels. To achieve this, we propose
a Deep MIL based Emotion recognition algorithm (EDMIL) in Chapter 4. Instead of im-
plementing fully-supervised training for all the instances using post-stimuli labels, the
instances are weakly supervised by the post-stimuli labels. That will enable the recogni-
tion algorithm to estimate the emotion label for each instance without learning the prior
relationship between fine-grained emotion labels and instances.

RQ 2.2: Which feature extraction methods are the most effective for emotion recognition
trained with only post-stimuli emotion labels?

Theoretically, the feature extraction methods with end-to-end models should result in
the best performance as the deep representation is trained to best recognize these la-
bels. However, according to our findings when answering research question 1, if we train
the network using fine-grained emotion labels and fully-supervised learning methods,
the end-to-end model will overfit because of the temporal resolution mismatch between
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physiological signals and fine-grained emotion labels due to different interoception lev-
els across individuals [56]. To answer this research question, we compare three kinds of
feature extraction methods in Chapter 4: (1) an end-to-end feature extraction method
using 1D-CNN, (2) an unsupervised feature extraction method developed in research
question 1 and (3) a manual feature extraction method which is widely used by previous
works as baselines for emotion recognition [9, 10, 70]. The comparison can help us find
out whether the end-to-end, deep feature extraction still has the problem of overfitting
for weakly-supervised learning.

RQ 2.3: What are the advantages and disadvantages of recognizing emotions using weakly-
supervised training by post-stimuli labels compared with fully-supervised training with
fine-grained labels?

Unlike the fully-supervised learning methods which learn the instance-label relation-
ship by building the direct mapping between instances and fine-grained emotion labels,
EDMIL estimates the emotion label for each instance by the matching scores of instances
and post-stimuli labels. Thus, we compare the results between training with post-stimuli
labels (weakly-supervised) and fine-grained labels (fully-supervised) in Chapter 4. The
comparison can help us understand whether the fine-grained (i.e., instance-level) labels
can improve or compromise the recognition performance.

To discuss the performance differences, we use both the recognition accuracy and
dynamic time warping distance (DTW) [71] as evaluation metrics. Compared to accu-
racy, DTW is less sensitive to the time-shift of specific values in the sequence, which can
better evaluate the performance of recognizing emotions of the whole video instead of
individual instances. Answering this research question will help us understand the pros
and cons of recognizing emotions using weakly-supervised training by post-stimuli la-
bels compared to baseline methods in Chapter 3.

Although the recognition system trained with post-stimuli emotion labels requires less
annotation, it can only identify the annotated (post-stimuli) emotion from the baseline
emotion (e.g., neutral) because only post-stimuli labels are used for training. Thus, it
can only recognize one emotion, except for the baseline emotion (e.g., neutral) for one
video watching. If there is more than one emotion except for the baselines, EDMIL will
fail to recognize it. The unlabeled emotions are all categorized as part of the baseline.
In addition, developers still need to collect a large amount of data for training. Thus, we
want to investigate whether we can achieve accurate prediction and recognize multiple
emotion categories trained with only few annotated samples (e.g., less than 10 for each
emotion category) (Chapter 5). This brings us to the following research question:

Research question 3: What are the effective ways to recognize emotions at a fine gran-
ularity level when only few signal segments are annotated?

RQ 3.1: Do deep siamese networks enable learning useful representation from few an-
notated signal segments that are competitive with other few-shot learning counterparts
for fine-grained emotion recognition?
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Recently, Few-shot learning (FSL) networks have been proposed to learn the represen-
tation models from only few annotated samples [72]. The uniqueness of FSL networks
is that they can converge on a small amount of training data and provide relatively ac-
curate prediction results. Siamese network is a kind of FSL algorithm which learns the
difference between samples with different labels [73]. It learns to maximize the distance
metric between samples with different labels, which enables the network to converge
rapidly on a small number of training samples. To learn the representation of emotions
using few annotated samples, researchers need to design different embedding networks
for different data modalities. Although previous works provide useful insights on how to
design embedding networks for FSL for other data modalities such as images [74], there
is still limited amount of research on how to design embedding networks for physiologi-
cal signals. Thus, we want to find out whether the representation (embeddings) learned
by siamese network can discriminate signal segments from different emotion categories.

To achieve this, we propose a Deep Siamese Network based Emotion recognition al-
gorithm (EmoDSN) in Chapter 5. Compared to other FSL algorithms, EmoDSN uses the
pair-by-pair learning structure (learn the difference between two samples in two cat-
egories) instead of using the one-to-many learning structure (learn the difference be-
tween one sample and samples in other categories). By answering this research ques-
tion, we want to find out whether the pair-by-pair learning structure is more suitable
compared to the one-to-many learning structure for fine-grained emotion recognition
using physiological signals.

RQ 3.2: Do the temporal moments for selecting training samples affect the performance
of deep siamese network based fine-grained emotion recognition?

Since we use only few annotated samples to train the network, we investigate samples
from which temporal moments can better represent the distribution for the whole video
watching and result in better recognition results (in Chapter 5). Specifically, we choose
the beginning, ending and the changing points of video watching and compare the re-
sults using signal segments from these temporal moments as training samples. We also
want to investigate the amount of samples EmoDSN needs to obtain accurate recogni-
tion when selecting training samples at different temporal moments of video watching.
Answering this research question enable the possibility of helping researchers maximize
the recognition performance and minimize the amount of training samples by asking
users to annotate at the most suitable temporal moments while watching a video.

1.5. THESIS OUTLINE AND CONTRIBUTIONS

The thesis is composed of six chapters. Following this introductory chapter, and Chap-
ter 2 presenting the related previous work and the datasets used in the thesis, we set out
to answer the research questions 1, 2 and 3 in Chapter 3, 4 and 5, respectively. Figure 1.2
shows the relationships between the three research questions and corresponding chap-
ters of the thesis. Below, we outline the main contribution per chapter and link it to the
publications the presented work is based on.
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RQ1: fine-grained 
emotion labels

RQ2:   post-stimuli 
emotion labels

RQ3:  few (<10 shot) 
emotion labels

How to recognize emotions 
in finer level of granularity 
trained by: 

Chapter 1: Introduction

Chapter 2: Related works 
and Datasets

Chapter 3: CorrNet
(fully-supervised learning )

Chapter 4: EDMIL
(weakly-supervised learning )

Chapter 5: EmoDSN
(few-shot learning )

Chapter 6: 
Conclusion and reflections

Building recognition model with many 
samples and many annotations

Building recognition model with many 
samples but few annotations

Building recognition model with few 
samples and few annotations

Figure 1.2: The relationship between research questions and thesis structure

Chapter 2 - Related works and datasets: this chapter first reviews the related work
for emotion recognition using physiological signals. According to the thesis scope, it
focuses on the work on recognizing emotions at a fine granularity level. After that,
we introduce the datasets we use for validating the algorithms proposed in chapters
3, 4 and 5.

This chapter is based on:

[1] Zhang T, El Ali A, Wang C, Hanjalic A, Cesar P. "RCEA: Real-time, Continuous
Emotion Annotation for Collecting Precise Mobile Video Ground Truth Labels". In
Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems
2020 Apr 21 (pp. 1-15)

[2] Xue T, El Ali A, Zhang T, Ding G, Cesar P. "RCEA-360VR: Real-time, Continuous
Emotion Annotation in 360VR Videos for Collecting Precise Viewport-dependent
Ground Truth Labels". In Proceedings of the 2021 CHI Conference on Human Fac-
tors in Computing Systems 2021 May 8 (pp. 1-15)

[3] Xue T, El Ali A, Zhang T, Ding G, Cesar P. CEAP-360VR: A Continuous Physiological
and Behavioral Emotion Annotation Dataset for 360 VR Videos. IEEE Transactions
on Multimedia. 2021 Nov 13.

Chapter 3 - Correlation-based fine-grained emotion recognition: this chapter builds
up the baseline for recognizing emotions at a fine granularity level by using fine-
grained emotion labels (RQ1). By comparing the performance of correlation-based



12 1. INTRODUCTION

instance learning methods (proposed in this thesis) and other widely-used fully-supervised
learning methods for fine-grained emotion recognition, this chapter provides a com-
prehensive study on the limitations of building up the recognition system using fine-
grained emotion labels.

The contributions of this chapter are:

1) The design of a correlation-based instance learning (CorrNet) for fine-grained
emotion recognition. The algorithm outperforms (higher recognition accuracy)
the state-out-the-art methods, including sequential learning algorithms (RQ 1.1);

2) The evaluation of the performance of CorrNet on different emotion categories
tested by both the subject-dependent and subject-independent models. We found
the problem of overfitting (instances with labels of high (48%) and low (47%) va-
lence and arousal are classified as neutral) when tested with the subject-independent
model due to the imbalanced distribution of training samples on different emo-
tion categories (RQ 1.2);

3) The performance comparison of CorrNet through testing experiments with differ-
ent parameters (e.g, different lengths of instances and different sampling rates).
Our findings show: (1) instance segment lengths between 1-4s result in high-
est recognition accuracies (2) accuracies between laboratory-grade and wearable
sensors are comparable, even under low sampling rates (≤ 64H z). The compar-
ison provides insights into how to design a fine-grained emotion recognition al-
gorithm using segmented physiological signals and fine-grained emotion labels
(RQ 1.1).

This chapter is based on:

[4] Zhang T, El Ali A, Wang C, Zhu X, Cesar P. CorrFeat: correlation-based feature ex-
traction algorithm using skin conductance and pupil diameter for emotion recog-
nition. In 2019 International Conference on Multimodal Interaction 2019 Oct 14
(pp. 404-408).

[5] Zhang T, El Ali A, Wang C, Hanjalic A, Cesar P. Corrnet: Fine-grained emotion
recognition for video watching using wearable physiological sensors. Sensors. 2021
Jan;21(1):52.

Chapter 4 - Estimating fine-grained emotions from post-stimuli emotion labels:
a weakly-supervised learning approach for fine-grained emotion recognition: this
chapter explores the possibility of estimating fine-grained emotions using post-stimuli
emotion labels and weakly-supervised learning algorithms (RQ2). We present the de-
sign and validation of a deep multiple instance learning algorithm (EDMIL) to solve
the problem of temporal ambiguity caused by post-stimuli emotion labels. By com-
paring the predictions provided by fully-supervised and weakly-supervised learning
algorithms, this chapter helps us understand the advantages and disadvantages of
training the recognition algorithm using post-stimuli emotion labels compared to
using fine-grained emotion labels.

The contributions of this chapter are:
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1) The design of an end-to-end deep multiple instance learning framework (EDMIL)
to identify which instances represent the post-stimuli emotion at a fine granular-
ity level using physiological signals. Recognition results show good performance
for subject-independent 3-class (high/neutral/low) classification (RQ 2.1).

2) The experiments on the performance of EDMIL towards different instance lengths
and feature extraction methods. The experiment results show that instance seg-
ment lengths between 1–2s result in the highest recognition accuracies. The re-
sults also show that feature extraction using an end-to-end structure can promote
the recognition accuracy compared to manual feature extraction and unsuper-
vised learning feature extraction methods (RQ 2.2).

3) The results comparison between algorithms trained with fine-grained and post-
stimuli emotion labels using fully-supervised and weakly-supervised learning re-
spectively. We found that compared to fully-supervised learning, weakly super-
vised learning can reduce overfitting that results from the temporal mismatch
between fine-grained annotations and input signals (RQ 2.3).

This chapter is based on:

[6] Zhang T, El Ali A, Wang C, Hanjalic A, Cesar P. Weakly-supervised Learning for
Fine-grained Emotion Recognition using Physiological Signals. IEEE transaction
on affective computing 2022.

Chapter 5 - Predicting emotions from few annotated samples: a few-shot learning
approach for fine-grained emotion recognition: this chapter investigates the possi-
bility of predicting fine-grained emotions using only few annotated signal segments
(RQ3). We present the design and validation of a deep siamese network (EmoDSN) to
learn useful representations (embeddings) from few annotated signal segments for
fine-grained emotion recognition. This chapter focuses on how the learning struc-
ture of the network and temporal positions of training samples would influence the
recognition results when only few annotated signal segments are available.

The contributions of this chapter are:

1) The design and evaluation of an end-to-end deep siamese network based emo-
tion recognition algorithm (EmoDSN) which can predict emotion at a fine gran-
ularity level (2s) trained by a small amount (< 10 shot) of physiological segments.
Recognition results show good performance for both personalized binary (1D-2C)
and 5-class (2D-5C) classification. The algorithm can help researchers to under-
stand the personalized experience of users watching videos by collecting only a
small amount of data for training (RQ 3.1).

2) The performance comparison between EmoDSN and state-of-the-art few-shot
learning (FSL) networks. We find that the pair-by-pair learning structure used
by our method results in better performance and less training time compared
with other FSL methods using one-to-many structures. This finding could help
researchers to design the learning structures of the FSL network for fine-grained
emotion recognition by small data (RQ 3.2).
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3) The experiments to identify training samples from which temporal moments of
video watching (e.g., begin, end and changing points) can better represent the
distribution of emotion labels and result in better recognition results. We find
that the changing points of emotion annotation and the ending moments of video
watching are better temporal moments for training samples (result in higher recog-
nition accuracy) when only few annotated samples are available. Our answers to
this research question enable the possibility of helping researchers minimize the
amount of annotated training samples by asking users to annotate at the most
suitable temporal moments while watching a video (RQ 3.2).

This chapter is based on:

[7] Zhang T, El Ali A, Hanjalic A, Cesar P. Few-shot Learning for Fine-grained Emo-
tion Recognition using Physiological Signals. IEEE transaction on multimedia
2022.

Chapter 6- Conclusions and reflections: this chapter concludes this thesis and points
out possible future directions. This chapter starts with answering the research ques-
tions raised in chapter 1. After that, we discuss alternative methods which have
the potential to recognize emotion at a fine granularity level when there is a lim-
ited amount of annotation. Based on the obtained insights from the discussion and
observed limitations of the research reported in the thesis, we point out possible di-
rections for future work .

This chapter is based on:

[8] Zhang T. Multi-modal Fusion Methods for Robust Emotion Recognition using Body-
worn Physiological Sensors in Mobile Environments. In 2019 International Con-
ference on Multimodal Interaction 2019 Oct 14 (pp. 463-467).

[9] Furdui A, Zhang T, Worring M, Cesar P, El Ali A. AC-WGAN-GP: Augmenting ECG
and GSR Signals using Conditional Generative Models for Arousal Classification.
In Adjunct Proceedings of the 2021 ACM International Joint Conference on Perva-
sive and Ubiquitous Computing and Proceedings of the 2021 ACM International
Symposium on Wearable Computers 2021 Sep 21 (pp. 21-22).
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2
RELATED WORKS AND DATASETS

In this chapter, we first review the most relevant previous work on emotion recognition
using physiological signals. Then, we narrow our scope down to the related work on rec-
ognizing emotions at a fine granularity level. The review of this previous work helped us
understand the advantages and limitations of the state-of-the-art methods, which moti-
vated the development of the algorithms we proposed in the following three chapters of
the thesis. At last, we describe here in detail the three datasets we used in this thesis: CASE
[1], MERCA [2] and CEAP-360VR [3] which are collected in three environments: desktop,
mobile and VR, respectively.

This chapter is based on the following publications:

1. Zhang T, El Ali A, Wang C, Hanjalic A, Cesar P. "RCEA: Real-time, Continuous Emotion Annotation for
Collecting Precise Mobile Video Ground Truth Labels". In Proceedings of the 2020 CHI Conference on
Human Factors in Computing Systems, pp. 1-15, April 2020

2. Xue T, El Ali A, Zhang T, Ding G, Cesar P. "RCEA-360VR: Real-time, Continuous Emotion Annotation in
360VR Videos for Collecting Precise Viewport-dependent Ground Truth Labels". In Proceedings of the
2021 CHI Conference on Human Factors in Computing Systems, pp. 1-15, May 2021

3. Xue T, El Ali A, Zhang T, Ding G, Cesar P. CEAP-360VR: A Continuous Physiological and Behavioral Emo-
tion Annotation Dataset for 360 VR Videos. IEEE Transactions on Multimedia, November 2021

21
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2.1. RELATED WORKS

2.1.1. EMOTION RECOGNITION USING PHYSIOLOGICAL SIGNALS
To unravel the relationship between emotions and physiological signals, researchers
have used different methods. Psychologists and physiologists use phenomenological
methods [4, 5] to directly observe and summarize the relationship between physiolog-
ical signals and emotions. Researchers often ask subjects to elicit emotions by them-
selves (e.g., to relive an experience that would elicit a given emotion [4]) and observe
the changes in physiological signals. A disadvantage of this approach is the difficulty in
coping with complex (i.e., non-linear) changes [6], making the conclusions on the rela-
tions between emotions and signals potentially inconsistent and contradictory (i.e., the
variable phenomena [7, 8]).

Except for experimental observation, which can handle well linear correlation be-
tween physiological signals and emotions, researchers in the field of affective comput-
ing use computational methods [9, 10] to deal with non-linear mapping between them.
Emotion recognition using computational methods can be divided into two major cat-
egories: model-specific methods and model-free methods [11]. Model-specific meth-
ods require pre-designed hand-crafted features to classify emotions from physiologi-
cal signals. In general, statistical features from the time-domain (e.g., mean, standard
deviation, first differential [12–14] of the signal) and frequency-domain (e.g., mean of
amplitude, mean of absolute value [15, 16], signal Fast Fourier Transform (FFT) [17])
are commonly extracted for this purpose. The extracted features then serve as input
into classifiers, such as Support Vector Machine (SVM) [18], K-Nearest Neighbor (KNN)
[19], or Random Forest (RF) [20] to classify emotions. For example, Zhao et al. [21]
extract 223 features from 4 physiological signals to recognize the valence and arousal
of users. Their algorithm, which merges information from users’ personalities using a
hypergraph learning framework, achieves up to 70% accuracy on the ASCERTAIN [22]
dataset. Jimenez et al. select 13 features from PPG (4 in the time domain, 9 in the fre-
quency domain) and 14 features from GSR (all in the time domain) to recognize six basic
emotions. A simple k-nearest neighbor (KNN) classifier is used by Aasim et al. [23] to
classify valence and arousal on their newly collected MULtile SEnsorial media (MULSE-
media) dataset. Similar to the accuracy from the work of Zhao et al. [21], they achieve
85.18% and 76.54% accuracy for valence and arousal, respectively.

Although model-specific methods have been widely used by researchers for a long
time [11], they require researchers to select features based on empirical experiments
[11, 24]. However, there is no consensus on which features are the most reliable for rec-
ognizing emotions [10, 11]. Therefore researchers have to carefully design features ac-
cording to the data they collected, limiting the generalizability of their algorithms. Since
the model specific methods require researchers to select features based on empirical ex-
periments, it is costly with respect to time and does not guarantee that selected features
are optimized [11, 24].

The model-free methods use artificial neural networks to learn the inherent structure
between input signals and emotion labels. Thus, they can automatically extract features
from physiological signals for recognition. Neural networks such as convolutional neu-
ral networks (CNNs) [25, 26] and Long Short-Term Memory (LSTM) networks [27, 28]
are widely used for emotion recognition and achieve high accuracy. For example, a reg-
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ularized deep fusion framework is designed by Zhang et al. [29] to learn task-specific
representations for each physiological signal. Their experiments show that the method
can improve the performance of subject-independent emotion recognition by 6% com-
pared to other fusion methods such as single modal classifiers (i.e., SVM, Decision Tree,
and Naive Bayes). Ma et al. implement [27] a multimodal residual LSTM network to
classify valence and arousal and obtain a classification accuracy of 92.87% and 92.30%
for arousal and valence respectively. According to the research from Suhara et al [30],
LSTM networks could outperform classic machine learning algorithms, such as Support
Vector Machines (SVMs), for forecasting emotion states.

Although model- free methods achieve high recognition accuracy, they can easily
overfit on the training data when using deep and sophisticated structures [31]. This ap-
pears to be a common phenomenon when users label their emotions [1, 32]. Thus, there
are still challenges in designing model-free methods for better generalizability for emo-
tion recognition.

The methods and algorithms proposed in this thesis attempt to draw on the ad-
vantages of both model-specific and model-free methods. The correlation-based fine-
grained emotion recognition algorithm designed in Chapter 3 uses unsupervised learn-
ing techniques to automatically extract features (model-specific) and supervised learn-
ing classifiers to classify emotions. The weakly-supervised and few-shot learning algo-
rithms designed in Chapter 4 and 5 use end-to-end learning structures (model free)
which can automatically extract features from physiological signals.

2.1.2. FINE-GRAINED EMOTION RECOGNITION

While there exist many algorithms that are designed for recognizing emotions based on
physiological signals, techniques for fine-grained emotion recognition are still in their
infancy [33]. Fine-grained emotion recognition requires algorithms to output different
emotion states along a video by relying on signals within short time intervals. For tem-
poral signals, this is typically done using two kinds of methods: the regression methods
and classification methods.

The regression methods view the target emotion states as a continuous sequence
and directly calculate the mapping from input signals to output sequences of emotions.
These methods include sequential learning approaches, such as LSTM [27, 28], and tem-
poral regression, such as support vector regression (SVR) [34, 35] and polynomial re-
gression [36]. While previous work has shown that regression approaches, especially
sequential learning using recurrent structures, can achieve high accuracy [37–39], these
methods are sensitive to the accuracy of the ground truth. Since the recurrent structure
is trained from the beginning to the end of the signal, the regression error from the first
few samples could be accumulated and affect the results of the whole sequence [29, 40].

The classification methods segment continuous signals into different fine-grained
signal segments and classify the emotion of each instance independently. Therefore, the
recognition result of different signal segments will not affect each other. For example,
Romeo et al. [41] designed an SVM-based multi-instance learning algorithm to recog-
nize valence and arousal for each fine-grained instance achieving 68% of accuracy on
high arousal. Awais et al. [42] designed an LSTM-based classification method to classify
emotions every 5 seconds. Srinivasan et al. [43] implemented decision trees on a Rasp-



24 2. RELATED WORKS AND DATASETS

berryPi device to classify the valence (positive/negative) of users every 10 seconds. This
kind of method is also widely used for fine-grained emotion recognition with different
data modalities, such as facial expressions [44] and vocal features [45] (e.g., pitch and
loudness). The main challenge here is to extract and fuse both the features inside and
between signal segments, as the information residing only within signal segments may
not be enough to determine which emotion it represents. Previous work [41, 46] uses
the joint loss [47] of signal segments and the entire signal to fuse the features inside and
between signal segments. This, however, could lead to temporal ambiguity of emotions
as signal segments are not directly trained by their emotion labels, but, instead, by the
label of the entire signal [41].

Both the regression and classification methods need fine-grained emotion labels col-
lected at the same or similar granularity to ensure that every sample has a correspond-
ing ground truth for learning. For classification methods, the granularity of the required
ground truth labels is the same as the classification results (e.g., 5s and 10s for [42] and
[43], respectively). For regression methods, the granularity of the required labels is usu-
ally the same as the input signals [38, 39]. Since collecting these ground truth labels is
costly and time-consuming (both the regression and classification methods in previous
works), this thesis explores new machine learning methods which can obtain accurate
recognition results with a limited amount of labels for training. The weakly-supervised
and few-shot learning methods developed in Chapter 4 and 5 require only post-stimuli
labels (one emotion label for one video watching) and few annotated samples (<10 sam-
ples per emotion category) for training, respectively.

2.2. DATASETS

To evaluate the performance of the algorithms proposed in this thesis, we use three
datasets: CASE [1], MERCA [48] and CEAP-360VR [49]. CASE is the only published dataset
which has continuously self-annotated physiological signals. However, the CASE dataset
is collected in an indoor, desktop environment. To evaluate the generalizability of the
algorithms, we collected the MERCA and CEAP-360VR datasets with continuous self-
annotated (valence and arousal, V-A) physiological signals in an outdoor-mobile and
indoor-Virtual-Reality 360◦-video watching setting, respectively. Testing on MERCA and
CEAP-360VR allows us to additionally test the performance of our algorithms across dif-
ferent application scenarios. It also allows us to test our algorithms across signals col-
lected using golden standard (CASE) and wearable (MERCA and CEAP-360VR) devices.
Table 2.1 illustrates the scenarios and physiological sensors for collecting these three
datasets. Below we describe each dataset in more detail.

2.2.1. CASE DATASET

The CASE dataset [1] contains physiological recordings from 30 participants (15m, 15f),
aged between 22-37. Valence and arousal are annotated by the participants using a phys-
ical joystick (shown in Figure 2.1) while they watched eight video clips on a desktop
screen. The data collection experiment for CASE is a 1 (task: watch videos and continu-
ously annotate emotions) ×4 (video emotions: amusing vs. boring vs. relaxing vs. scary)
within-subjects design, tested in an indoor laboratory environment. Eight video clips,
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Table 2.1: The testing scenarios and used physiological sensors for CASE, MERCA and CEAP-360VR

Dataset Sensor Scenario

CASE
Thought Technology SA series,

golden standard device,
high sampling-rate (1000Hz)

indoor, desktop
video watching

MERCA
Empatica E4,

wearable, consumer device,
low sampling rate (≤64Hz)

outdoor, mobile
video watching

CEAP
360VR

Empatica E4,
wearable, consumer device,
low sampling rate (≤64Hz)

indoor, HMD-based
360◦ VR video

watching

Figure 2.1: The experiment setup and annotation interface for CASE [1].

two videos per emotion and with the duration statistics M=158.75s, SD = 23.67s, were se-
lected to elicit the corresponding emotions. These videos contains clips extracted from
movies and documentaries. Emotion attributes of the selected videos are determined
based on online ratings by 12 annotators. Six sensors (ECG, BVP, EDA, RESP, TEMP, EMG)
were deployed to collect physiological signals. All sensors were synchronized and sam-
pled at 1000Hz (sample size: 2451650 samples × 7 signals × 30 participants). The V-A
ratings (sample size: 49033 samples × 2 annotations × 30 participants) were collected at
the frequency of 20Hz according to the sampling rate of the physical joystick.

2.2.2. MERCA DATASET

EXPERIMENT SETUP

20 participants (12m, 8f) aged between 22-32 participated in the data collection exper-
iment of MERCA. Participants were recruited from different institutions with diverse
backgrounds, education levels and nationalities. All were familiar with watching videos
on smartphones, and none reported visual, auditory or motor impairments. As in CASE,
the data collection experiment for MERCA followed a 1 (task: watch videos and contin-
uously annotate emotions) × 4 (video emotions: joy vs. fear vs. sad vs. neutral) within-
subjects design. As shown in Figure 2.2, the experiment was conducted in the outdoor
campus of our institute. Participants could walk or stand freely while watching videos.
The experiment setting parallels watching mobile videos while walking or waiting for a
bus or train, which is a common phenomenon in mobile video consumption [50–52].
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Participants were told to watch the videos as they normally would in such settings. To
prevent participants from running into obstacles, traffic, or other people, the experi-
menter always accompanied the participant from a distance to guarantee their safety.

Figure 2.2: The experiment environment of MERCA. Participant photos shown with permission.

VIDEO STIMULI

12 video clips (three videos per emotion, duration M = 81.4s and SD = 22.5s) were se-
lected to elicit the corresponding emotions. 10s of black screens are added before and
after each video to decrease the influence of the emotion elicited in one video on the one
elicited by another video. We chose the 12 videos according to 2D emotion annotations
from the self-reports in MAHNOB dataset [53]. We use the videos in MAHNOB dataset
because it is a widely used dataset [54, 55] with emotion self-reports from more than 30
reviewers. We selected more videos compared to CASE, because we aim to collect more
samples for each emotion.

DATA COLLECTION

Emotions (as V-A) are annotated by the participants using a real-time, continuous emo-
tion annotation (RCEA) mobile application [56]. Participants can input their valence and
arousal using a virtual joystick (shown in Figure 2.3) on the screen of the mobile device
which they use for video watching. The virtual joystick is designed based on Russell’s
Circumplex model [57]. The x and y axes of the joystick represent valence and arousal,
respectively. Four colors are selected for four quadrants of the joystick base on Itten’s
color system [58] to give users feedback on which emotion users are currently annotat-
ing. A gradual transparency from the origin (0% transparency) to the edge (100% trans-
parency) of the joystick is designed to minimize the overlapping area between the video
player and the virtual joystick. The transparency is also an indication of the transition
of V-A intensity. We also map the frame colors to each corresponding V-A quadrant for
additional peripheral feedback of which emotion users are currently annotating. Before
the experiment, a 15-minute tutorial was given to familiarize the participants with the
procedure.
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Figure 2.3: The real-time and continuous V-A annotation interface (cf., [56]) used for MERCA.

Figure 2.4: The hardware setup of MERCA. Image of study participant shown with permission.

We used the Pupil Core wearable eyetracker 1 and Empatica E42 wristband to col-
lect signals from the Autonomic Nerve System (ANS) and the Oculomotor Nerve System
(ONS), respectively. We chose these two devices because they are wearable and there-
fore suitable for collecting signals in outdoor environments, and because they have been
used by previous studies [59–61]. We placed the Empatica E4 tightly on users’ wrist to
avoid movement of the electrodes and that was checked by the experimenter whenever
the experiment started. The experimenter also checked whether the electrodes are in the
right position and whether the recording device could get stable signals instead of noise.
We waited approximately three minutes before the start of the experiment to make sure
the signal collection is stable.

From Empatica E4, we collected HR (1326× 20) 3, BVP (84864× 20)3, EDA (5304×
20)3 and TEMP (5304×20)3. From the wearable eyetracker, we collected pupil dilation
(13260×20)3, saccadic amplitude (13260×20)3 and saccadic velocity (13260×20)3. Data
from these two sensors were stored on one mobile device (the recording device). As
shown in Figure 2.4, the eye tracker and E4 wristband were connected to the recording
device through a USB-C cable and low-power bluetooth, respectively. The data from the
two devices do not interfere with each other because they are connected to the recording
device using different ports. Another mobile device (the displaying device) was used
for showing the videos and collecting annotations. A noise-cancelling headphone was
connected to the displaying device via Bluetooth. Timestamps of both devices were set
according to the clock of the recording device, where all data is synchronized via an NTP

1https://pupil-labs.com/products/core/
2https://www.empatica.com/en-eu/research/e4/
3sample size, samples × participants



28 2. RELATED WORKS AND DATASETS

server (android.pool.ntp.org).

2.2.3. CEAP-360VR DATASET

EXPERIMENT SETUP

The CEAP-360VR4 [49] (Continuous Physiological and Behavioral Emotion Annotation
Dataset for 360◦ Videos) dataset contains physiological signals for 32 participants (16m,
16f) aged between 18-33 (M=25, SD=4.0). They were recruited by posters from the uni-
versities nearby for the experimental setup that simulates the scenario in which users
watch 360◦ videos using HMD-based VR devices. All participants reported normal or
corrected-to-normal vision and not being color-blind. 50% of the participants are fe-
male and 27 participants have used VR devices less than five times before. As in CASE
and MERCA, the data collection experiment in CEAP-360VR is a 1 (task: watching 360◦
videos and continuously annotate valence and arousal) × 4 (video emotions: high va-
lence+high arousal vs. high valence+low arousal vs. low valence+low arousal vs. low
valence+high arousal) within-subjects design. During the experiment, participants sat
on a swivel chair and were free to look in any direction. Every participant was orally
instructed to get familiar with the continuous emotion annotation method and the visu-
alization feedback, as well as the 360◦ video viewing experience by moving the head and
rotating the chair.

VIDEO STIMULI

We selected two sample 360◦ videos (8 videos in total) to represent each emotion type.
The eight videos are chosen based on the database provided by Li et al [62], which con-
tains valence and arousal mean ratings (V-A mean ratings) from 95 subjects. We used
youtube-dl5 to download the contents from YouTube with 4K in resolution (3840 X 1920
pixels), equirectangular format. The videos come in different lengths and most are longer
than 2 minutes, so we extracted a 60-s segment from each of them with no scene cuts.

DATA COLLECTION

Similar to CASE and MERCA, a physical joystick (Joy-Con Controller, shown in Figure
2.5 (a) ) was used by the users to annotate their valence and arousal continuously while
they were watching 360◦ video clips. The movement of the joystick head maps into a 2D
Valence-Arousal space, in which the x axis indicates valence while the y axis indicates
arousal, as shown in Figure. 2.5 (c).

The physiological signals of the participants were measured through the Empatica E4
wristband. For Empatica E4, they collect HR (1Hz, sample size: 360 samples × 32 users),
BVP (64Hz, 11520 samples × 32 users), EDA (4Hz, 1440 samples × 32 users) and TEMP
(4Hz, 1440 samples × 32 users). The collected signals were stored on a mobile device
which was connected with E4 using low-power bluetooth. One laptop was used to play
the 360◦ videos as well as to log the head and eye movement from HTC Vive Pro Eye (as
shown in Figure 2.5 (b) ). Timestamps of the mobile device were set according to the
clock of the laptop, synchronized via an NTP server. The V-A ratings (sample size = 3600
samples × 32 users) were collected at 10Hz according to the sampling rate of the physical

4https://www.dis.cwi.nl/ceap-360vr-dataset/
5https://github.com/ytdl-org/youtube-dl
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Figure 2.5: (a) A participant in our experiment watching a 360◦ video using the HTC VIVE Pro Eye HMD and
annotating her emotional state using a Joy-Con controller, while wearing an Empatica E4 Wristband on the
non-dominant hand. (b) The system schematic shows various aspects of the experiment set-up and data ac-
quisition. (c) Valence-Arousal model space based on Russell’s Circumplex model [63]. In our annotation sys-
tem, four distinct colors are selected across quadrants (HEX values = #eecdac, #7fc087, #879af0, #f4978e for
quadrants one to four clock-wise, respectively, which has been shown to be intuitive and easy for users to un-
derstand [64])

joystick. After each 360◦ video was played, users were asked to rate their post-stimuli V-A
for that video using a within-VR SAM [65] rating scale.
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3
CORRELATION-BASED

FINE-GRAINED EMOTION

RECOGNITION

This chapter proposes an emotion recognition algorithm trained with fine-grained emo-
tion labels. It helps us build baselines about how accurate the recognition algorithms can
be using fine-grained emotion labels for training. In the previous work, sequence learn-
ing methods such as LSTM have been used to extract the temporal information between
different samples or instances as additional features for recognition. However, the tem-
poral information extracted by sequence learning methods is based on the fine-grained
emotion self-report, which can be inaccurate or misaligned temporally. If the network is
trained with these labels, training errors could accumulate and affect the recognition re-
sult for other instances within the same signal. To address this, we propose a correlation-
based emotion recognition algorithm (CorrNet) to recognize the valence and arousal (V-A)
of each instance (fine-grained segment of signals) using only wearable, physiological sig-
nals (e.g, electrodermal activity, heart rate). CorrNet takes advantage of features both in-
side each instance (intra-modality features) and between different instances for the same
video stimuli (correlation-based features). Results show that for subject-independent bi-
nary classification (high-low), CorrNet yields promising recognition accuracy: 76.37% and
74.03% for V-A on CASE, and 70.29% and 68.15% for V-A on MERCA.

This chapter is published as Zhang T, El Ali A, Wang C, Hanjalic A, Cesar P. Corrnet: Fine-grained emotion
recognition for video watching using wearable physiological sensors, Sensors, 21(1):52. January 2021
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3.1. INTRODUCTION
Emotions play an important role in users’ selection and consumption of video content
[1]. Recognizing the emotions of users while they watch videos freely in indoor and out-
door environments can enable customization and personalization of video content[2, 3].
Although previous work has focused on emotion recognition for video watching, they
are typically restricted to static, desktop environments [1, 4, 5], and focus on recognizing
one emotion per video stimuli [6–8]. For the latter case, such emotion recognition is tem-
porally imprecise since it does not capture the time-varying nature of human emotions
[9, 10]: users can have and report multiple emotions while watching a single video. Here,
we define fine-grained emotion recognition as recognizing the temporal moment-by-
moment valence and arousal [11, 12] states, typically in segments of 0.5s to 4s depend-
ing on the duration of an emotion [13, 14]. This is in contrast to emotion recognition per
video [8, 15]. In this work, we draw on dimensional models of emotion (cf., Russell’s Cir-
cumplex Model of Emotions [12]), which describe emotions using a multi-dimensional
space. Compared with discrete models (e.g., Self-Assessment Manikin (SAM) [16]), these
have a finer level of granularity by introducing continuous variables, namely valence and
arousal, to describe emotions [6].

While there has been research on fine-grained, temporally precise emotion recog-
nition (cf., FEELtrace [17], DARMA [18], CASE [19]), these methods either require users
to wear or attach obtrusive sensors [20–22] (e.g., Electroencephalograph (EEG)), or rely
on facial expression sensing [20, 21, 23, 24] for fine-grained emotion recognition. With
respect to EEG, emotion recognition accuracies up to 80% have been achieved over the
past decade [25]. However, high resolution EEG signals need to be captured under strict
laboratory environments without any electromagnetic interference [26], which makes
their use limited for outdoor settings. Furthermore, EEG sensors can be obtrusive since
electrodes need to be attached to a user’s head during acquistion. Camera-based sens-
ing, while less obtrusive, is not always possible in different scenarios. For example, in
mobile settings, the front camera may potentially be used to unobtrusively collect fa-
cial expressions. However, the front camera cannot always capture the whole face of the
user [27]. In addition, constant streaming of facial images can bring privacy concerns
for both the user who watches videos and other persons whose faces may be captured in
the context environment [28, 29].

Unlike facial expressions, physiological signals (e.g., Heart Rate (HR), Blood Volume
Pulse (BVP), Skin Temperature (ST), and Electrodermal Activity (EDA)) are largely invol-
untarily activated (i.e., spontaneous and not controllable), which enable a more objec-
tive means to measure affective reactions (i.e., valence and arousal) [6]. Furthermore,
physiological signals can be measured using wearable sensing devices. With the prolif-
eration of wearable physiological sensing devices (e.g., smartwatches and wristbands)
that can measure signals such as HR or EDA, they have become easily accessible and
widespread in daily life use [30, 31]. Given the foregoing, we focus on fine-grained emo-
tion recognition using wearable physiological sensors.

Fine-grained emotion recognition needs to segment continuous signals into smaller
(fine-grained) instances and recognize the emotions they represent. A major challenge
for recognition is that the information inside each segment of the signals (i.e., instances)
may not be sufficient for recognizing emotions. In previous works [21, 32, 33], sequen-
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tial learning methods such as Long Short Term Memory (LSTM) [34] networks have been
used to extract the temporal information between different samples or instances as ad-
ditional features for recognition. However, the temporal information extracted by se-
quential learning methods is based on the fine-grained emotion self-report annotated
by users. Such reports may not be precise enough, be misaligned temporally to the ac-
tual state at which they were experienced, or be altogether inaccurate. If the network
is trained with these labels, training error could accumulate and affect the recognition
result for other instances within the same signal [35, 36].

To address this challenge, this chapter presents a fine-grained emotion recognition
algorithm, CorrNet, which uses unsupervised learning to learn the features both inside
and between different instances, and a supervised classifier to recognize the emotions
for each of them. CorrNet takes advantages of the features both inside and between
instances by extracting correlation-based features for all instances for the same video
stimuli. Our work offers two primary contributions:

1) We propose a novel emotion recognition algorithm to classify the valence and arousal
in finer granularity using wearable physiological sensors. The proposed algorithm
is tested both on an indoor-desktop dataset (CASE [19]), and on an outdoor-mobile
dataset (MERCA), which we collected using wearable physiological sensors while users
watched short-form (<10 min.) [37] mobile videos. Results show good performance
for binary valence-arousal (V-A) classification on both datasets (76.37% and 74.03%
of V-A on CASE; 70.29% and 68.15% for V-A on MERCA), respectively. Our results
outperform other state-of-the-art baseline methods for emotion recognition, includ-
ing classic ML-based support vector machines (SVMs) and sequential learning ap-
proaches such as Long Short-Term Memory (LSTM) networks.

2) We compare the performance of CorrNet through testing experiments with different
parameters (e.g, different lengths of instances and different sampling rates) and dis-
cuss how they could affect the recognition results. The discussion provides insight
into how to design a fine-grained emotion recognition algorithm using segmented
physiological signals. Our discussion also shows high recognition accuracy can be
achieved using wearable physiological signals with low sampling rate (≤ 64H z), which
means lower power consumption and easier sensor deployment (e.g., do not need to
stick electrodes on users’ skin) compared with laboratory-grade sensors with higher
sampling rate (≥ 1000H z).

3.2. RELATED WORKS
Physiological signals collected from wearable sensors are widely used for recognizing
emotions outside a laboratory environment. For example, Costa et al. [38] developed
an ambient intelligent system to recognize valence and arousal using Electrocardiogram
(ECG), Blood Volume Pulse (BVP) and Electrodermal Activity (EDA) from iGenda, a smart
wristband. Alexandros et al. [39] proposed a recognition system, HealthyOffice, to rec-
ognize stress, anxiety and depression in the workplace using ECG and BVP using a wrist-
band and a mobile phone. Compared with signals which indicate the cognitive activities
from the Central Nervous System (CNS), the signals which interpret the physiological
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behaviors in the Autonomic Nervous System (ANS) are easier to obtain using wearable
sensors. For example, many commercialized smart watches and wristbands (e.g., Em-
patica E4 wristband1 and Toshiba W110 wristbands [40]) have integrated photoplethys-
mogram (PPG) and skin conductance (SC) sensors to measure Heart Rate (HR) and EDA.
Recent studies have drawn on these signals to ubiquitously measure user experience,
such as user engagement of mobile games [41], synchrony between presenters and audi-
ence members [42], and students’ emotional engagement during lectures [43]. However,
the signals measuring signals in the ANS (normally single channel) are less information
rich than Electroencephalogram (EEG) signals (normally 16-32 channels). This brings up
challenges of how to design algorithms that ensure robust and accurate emotion recog-
nition.

Our work aims to develop emotion recognition algorithms for video watching that
are not limited to laboratory and indoor environments. Following prior work [38, 39, 41–
43], we narrow our scope on using physiological signals such as ECG, BVP, EDA and HR
from wearable sensors.

3.3. METHODOLOGY
In this section, a correlation-based emotion recognition algorithm (CorrNet) is proposed
to classify fine-grained emotion states (i.e., valence and arousal (V-A)) from physiologi-
cal signals. The procedure of the proposed algorithm is illustrated in Figure 3.1. CorrNet
contains three stages: (1) Intra-modality feature learning: the obtained physiological
signals are firstly grouped into two modalities (signals from two different nerve systems,
e.g, oculomotor nerve system and autonomic nervous system). At the first stage, orig-
inal signals are projected into a low dimensional latent space where intra-modal fea-
tures are learned using a convolutional auto-encoder. After that, the feature vectors
from the latent space are grouped according to the video stimulus the users watched.
(2) Correlation-based feature extraction: In the second stage, the cross-modal features
are obtained through correlation-based feature extraction. (3) Broad Learning System
classification: At the last stage, the extracted features are inputted into a broad learning
system (BLS) to classify valence and arousal for each instance. Each stage is discussed
below, and the pseudocode of CorrNet is shown in Algorithm 1.

3.3.1. PRE-PROCESSING

Suppose S = {sc }C
c=1 is the set of obtained physiological signals, where C is the num-

ber (channels) of physiological signals. The signals are firstly segmented into multiple
instances with a fixed length L. After the segmentation, the inputs of the algorithm
become X = {xi }n

i=1, where xi ∈ RL×C . The goal of CorrNet is to classify the V-A for

each instance. For that, input X is divided into two modalities X1 = {xi
1}n

i=1, xi
1 ∈ RL×C1 ,

and X2 = {xi
2}n

i=1, xi
2 ∈ RL×C2 (C1 +C2 = C ) based on the information these physiological

signals represent. For example, the two modalities could be oculomotor nerve system
(ONS) and autonomic nervous system (ANS), where the signals from ONS (pupil dila-
tion [44] and saccadic eye movement [45]) and from ANS (skin conductance [46] and
skin temperature [47]) are grouped together, respectively.

1https://www.empatica.com/en-eu/research/e4/
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Algorithm 1 CorrNet

Input: Training set with n instances in modality 1: X1 = {xi
1}n

i=1, xi
1 ∈ RL×C1 and modality

2: X2 = {xi
2}n

i=1, xi
2 ∈ RL×C2

Output: Fine-grained emotion labels (i.e., valence:Va = {vi }n
i=1 and arousal Ar = {ai }n

i=1)

1: for j = 1 and 2 do
2: Encoder → φ j = X j ⊗ψ(ω,c)
3: Decoder → η j =φ⊗̄ψ′(C j ,c)
4: end for
5: Group instances according to video stimulus:
6: for t in T = number of video stimulus do
7: (H t

1 , H t
2) = CCA(ψt

1,ψt
2)

8: F t = [ψt
1 ·H t

1 ,ψt
2 ·H t

2]
9: end for

10: F = {F t }T
t=1,F ∈ Rn×k

11: (ai , vi )n
i=1 = BLS(F )

3.3.2. INTRA-MODALITY FEATURE LEARNING
The purpose of intra-modality feature learning is to (a) fuse the information from differ-
ent signal channels within a modality and (b) learn local features within each instance.
To achieve this target, a two-layer convolutional auto-encoder [48] is implemented. We
use just shallow structure (two layers) instead of deep to avoid overfitting since each in-
stance does not contain much information.

Supposed φ1 = {ϕi
1}n

i=1,ϕi
1 ∈ Rω is the latent vector of Xi in modality 1, whereω is the

dimension of the latent space, the φ1 can be obtained by 1D convolution:

φ1 = X1 ⊗ψ(ω,c) = X1⊗̇ψ11(1,1)⊗̄ψ12(ω,c) (3.1)

where ⊗̇ and ⊗̄ are the convolution operations on the dimension of channels and
length of instances, respectively. ψ11 ∈ R1×C1 and ψ12 ∈ Rc×1 are the convolution ker-
nels for two layers, where c is the size of the convolution kernel. The first convolution
layer fuses information from different channels while the second layer extracts local fea-
tures between different time samples inside each instance. The latent vectors are then
reconstructed using a convolutional decoder:

η1 =φ1⊗̄ψ′(C1,c) (3.2)

whereψ′ ∈ Rc×1 is the convolution kernel for the decoder. The auto-encoder-decoder
is trained by minimizing the binary cross entropy [49, 50]:

H =− 1

n ·L

n∑
i=1

L∑
j=1

xi j
1 · l og (ηi j

1 ))+ (1−xi j
1 ) · (1− log (ηi j

1 ) (3.3)

where xi j
1 and η

i j
1 are the j sample point in the instance of xi

1 and ηi
1, respectively.

The latent vector φ1 learned from the auto-encoder is the intra-modality features we
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want to obtain. The latent vector φ2 for modality 2 can be calculated using the same
method.

3.3.3. CORRELATION-BASED FEATURE EXTRACTION
In this stage, intra-modality features φ1 and φ2 are fused using a correlation-based fea-
ture extraction method [51]. The purpose of correlation-based feature extraction is to ex-
tract features which (a) maximize the correlation coefficient between two modalities and
(b) fuse the features between different instances. The precise classification for each in-
stance needs to take advantage of both local information within each instance and global
information between different instances, as the change of signals are sometimes not
synchronized with the change of emotions. Here, we hypothesize that the same video
stimuli will trigger relatively similar valence and arousal across physiological responses
among different subjects. Thus, the features from instances under the same stimuli are
fused with the features from the other modality by maximizing the correlation between
two modalities. The transformation which maps signals to features is a weak constraint
because it is a linear mapping which does not bring new linearly independent features.
If we use audio-visual features (which would be the same for all subjects for one video)
from video content, it will bring strong constraints to all instances for subjects watching
one video. In the extreme case, the classifier could rely only on the content-based fea-
tures and discard the information from physiological signals. The linear transformation
however extracts features that differ across subjects, so we do not have the same features
for all subjects. Here, we use linear transformation instead of other complex transfor-
mations (e.g., deep structure [52]) to lower the computational cost and avoid overfitting
(where a strong constraint can make the two modalities have a correlation coefficient of
≈ 1).

To extract correlation-based features, we first calculate the covariance (S11 and S22)
and cross-covariance (S12) of the two modalities:

S11 =
(φt

1).Tφt
1

D t −1
+ Iω×ω,S12 =

(φt
2)Tφt

1

D t −1
,S22 =

(φt
2)Tφt

2

D t −1
+ Iω×ω (3.4)

where I is the unit matrix and ω is the dimension of the latent space, D t is the di-
mension of φt

1. Then, we implement the Singular Value Decomposition (SVD) on the
equation below:

[U ,D,V ] = SVD(V1D1VT
1 ·S12 ·V2D2VT

2 ) (3.5)

where D1 and D2 are diagonal matrices whose diagonal elements are the k biggest
non-zero eigenvalues of S11 and S22, respectively, where D1 = diag( 1p

D11
, 1p

D12
, . . . , 1p

D1k
)

and D2 have the same format). V1 = [V11,V12, . . . ,V1k ] is composed of the k correspond-
ing eigenvectors of [D11,D12, . . . ,D1k ], respectively, where V2 is calculated using the same
method. Now, the two linear projections (H t

1 , H t
2) can be calculated by:

H1 =V1D1V T
1 ·U ′, H2 =V2D2V T

2 ·V ′ (3.6)

where U ′ and V ′ consist of the first K columns of U ,V , respectively. At last, the
correlation-based features of φt

1 and φt
2 can be obtained by: F t = [φt

1 · H t
1 ,φt

2 · H t
2]. We

then implement the above procedure among all the T stimuli and get the correlation
based features F ∈ Rn×2K for all n instances.
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3.3.4. BROAD LEARNING SYSTEM FOR CLASSIFICATION
While the previous two stages focus on unsupervised feature extraction, the last stage
(Figure 3.1) focuses on a supervised classifier. Here, a Broad Learning System (BLS) [53]
is used to map the extracted features to valence and arousal. Compared with deep learn-
ing systems such as Deep Belief Networks (DBNs) [54] and Convolutional Neural Net-
works (CNNs) [55], BLS is less time-consuming because it does not need to use gradient
descent to train the network with multiple epochs. BLS maps the original training data
into two high dimensional nodes (i.e., feature nodes and enhance nodes). Instead of us-
ing backpropagation to calculate the weights between the nodes and labels, BLS calcu-
lates the weights through pseudo-inverse, which makes the classification process faster
and lowers likelihood of overfitting [56].

Suppose F ′ ∈ Rn′×2K is the training set selected from the features F ∈ Rn×2K . We first
normalize F ′ to have mean of 0 and standard deviation of 1 using z-score normalization
[57]. Then, the first feature node A1 can be calculated by:

A1 = F ′′ ·WA1 (3.7)

where F ′′ = [F ′|1] is the augmented matrix of F ′. WA1 ∈ R2K×N1 is the sparse autoen-
coder [58] of a random matrix W ′ whose element w ′

i j ∈ [−1,1] are random numbers.

BLS use random matrices as transformation matrices to map training data into high di-
mensional space. Although this method is fast, the nature of randomness suffers from
unpredictability [53]. That is why an autoencoder is used to to slightly fine-tune the ran-
dom nodes to a set of sparse and compact nodes. Generally, the sparse autoencoder can
be obtain by solving a optimization problem [58]:

WA1 = argmax ||W ′ ·WA1 −H ′′||22 +λ||WA1||1
WA1 ·H ′′ =W ′ (3.8)

where λ= 10−3 is the regulation parameter.
With the same method, we can generate all N2 high-dimensional nodes A = {Ai }N 2

i=1.
Then, we calculate the enhance nodes B by:

B = tansig[
A′ ·orth(W′′) ·S

max(A′ ·orth(W′′))
] (3.9)

where A′ = [A|1] is the augmented matrix of A. orth(W′′) stands for the ortho-normalization
of the random matrix W ′′, whose element w ′′

i j ∈ [−1,1] are random numbers. S = 1200 is

the shrinkage parameter of the enhanced nodes. tansig = 2
1+e−2t −1 is the active function

for the enhance nodes. After that, we can obtain the input nodes E = [A,B ] in the two
high dimensional spaces.

The last step of BLS is to calculate the weights between the input nodes and la-
bels. Suppose the network can be presented as EW = y , where the W is the connection
weights between the input nodes E and output labels y, y = Ar (arousal) or y = Va (va-
lence), the weights can be obtained by W = E−1 y . Although the real inverse E−1 is hard
to calculate, we can estimate W with pesudo-inverse [53]:

W = (E T ·E + I n′×n′ ·C )−1E T · y (3.10)
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C = 2−30 is the regularization parameter for sparse regularization. After this, the net-
work has been established and all parameters are settled. If a new sample Et comes, the
output yt can be obtained by yt = Et ·W .

3.4. EXPERIMENT AND RESULTS
In this section, we first introduce the implementation details of CorrNet for the CASE
and MERCA datasets. We then evaluate the performance of CorrNet by both subject-
dependent (SD) and subject-independent (SI) models, and compare with state-of-the-
art approaches. Then, we conduct an ablation study to analyze the impact of different
components in CorrNet. Lastly, we discuss about the computational complexity of the
CorrNet.

3.4.1. IMPLEMENTATION DETAILS
To decrease measurement bias in different trials, all signals (both CASE and MERCA) are
normalized to [0,1] using Min-Max scaling normalization:

Sn = S −min(S)

max(S)−min(S)
(3.11)

Normalization is implemented on each subject under each video stimuli (trial). Since
signals in MERCA have different sampling rates, they are interpreted to the 32 Hz us-
ing linear interpretation [59]. Since the sampling rates of V-A and signals are 20Hz and
1000Hz respectively, we down-sampled all the signals to 50Hz by decimation down-
sampling [60] (the choice of down-sampling rates is discussed in section 3.5.2). The EDA
signals were first filtered using a low pass filter with a 2Hz cutoff frequency to remove
noise [61]. For the BVP signal, we pre-processed it with a 4-order butterworth band-
pass filter with cutoff frequencies [30, 200] Hz to eliminate the bursts [62]. An elliptic
band-pass filter with cutoff frequencies [0.005, 0.1] was used to filter the ST signal [63].
We followed the standard filtering procedure widely used in previous works [6, 61–63]
to pre-process the physiological signals. Then the filtered signals are segmented into
2-second (sample size: 100 for CASE, 64 for MERCA) instances (the different choice of
the segmentation length is discussed in section 3.5.1). The intra-modality features are
trained using adadelta optimizer [64] since it can automatically adapt learning rate. We
used the Early-Stopping [65] technique to terminate training intra-modality features if
there is no improvement on the validation loss for 5 epochs. The choice of other hyper-
parameters is listed in table 3.1.

We set ω to L/4 = 0.5s because 0.5 is the smallest duration of emotions [13, 14].
The dimensions of latent space and output of the correlation-based features are se-
lected based on parameter optimization. If we increase ω and K , the latent vector and
correlation-based features will start to contain redundant information (repeated values
for all latent vectors and zeros for all correlation-based features). Our model is imple-
mented using Keras. All our experiments are performed on a desktop with NVIDIA RTX
2080Ti GPU with 16 GB RAM.

3.4.2. EVALUATION PROTOCOL AND BASELINES
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Hyper-
parameter

Meaning
Value

CASE MERCA

L Length of each instance 2s (100) 2s(64)
ω Dimension of latent space 2×L (200) 2 ×L (128)
c Size of conv-kernel L/4 (25) L/4 (16)
K Dimension of corr features L/2 (50) L/2 (32)

Table 3.1: The value of hyper-parameters in CorrNet

CLASSIFICATION TASKS

Three classification tasks were tested across both datatsets: (1) binary classification for
low/high level of arousal and valence, (2) 3-class classification for low/neutral/high level
of arousal and valence, (3) 4-class classification for the four quadrants of V-A space. We
use the mean V-A of each instance as labels for classification. The mapping from contin-
uous values of V-A to discretized categories is listed in Table 3.2.

Class V-A ratings (binary) V-A ratings (3-class)

Low [1, 5) [1, 3)
Neutral - [3, 6)

High [5, 9] [6, 9]

4-Class valence ratings arousal ratings

High-High (HH) [9, 5) [9, 5)
High-Low (HL) [9, 5) [5, 1)
Low-Low (LL) [5, 1) [5, 1)

Low-High (LH) [5, 1) [9, 5)

Table 3.2: The mapping of V-A values and discretized classes.

EVALUATION METRICS

Three evaluation metrics are chosen to evaluate the performance of CorrNet:

• accuracy: the percentage of correct predictions;

• confusion matrix: the square matrix that shows the type of error in a supervised
paradigm [66];

• weighted F1-score (W-F1): the harmonic mean of precision and recall for each
label (weighted averaged by the number of true instances for each label) [67].

These three metrics are widely used in evaluating machine learning algorithms [68].
We use weighted F1-score instead of macro and binary F1-score to take into account
label imbalance.
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EVALUATION METHOD

We train and test the proposed method using both subject-dependent (SD) and subject-
independent (SI) models. Subject-dependent model was tested using 10-fold cross val-
idation. For each subject, their data are divided into 10 folds. We train CorrNet using 9
folds and tested on the remaining fold. The subject-independent model is tested using
Leave-one-subject-out cross validation (LOSOCV). Data from each subject are separated
as testing data and the remaining data from other subjects are used for training. The re-
sults we show are the mean accuracy and W-F1 of each fold/subject used as testing data.

BASELINE COMPARISON

Since there are no existing baseline methods, we compare the performance of CorrNet
with both deep learning (DL) methods and classic machine learning (ML). For DL meth-
ods, we compare with 1D-CNN [69] with two and four convolutional layers. We tested
1D-CNN with a different number of convolutional layers to test whether the accuracy
could be increased by making the network deeper. We also compare the performance
with sequential learning approaches including LSTM [32, 34] and Bidirectional LSTM
(BiLSTM) [33, 70] because they are widely used for the classification of time series. We
train the 1D-CNN, LSTM and BiLSTM with the adadelta optimizer [64], which is the same
as we used for training the intra-modality features. For ML methods, we compare with
Support Vector Machine (SVM) [71], K-Nearest Neighbor (KNN) [72], Random Forest
(RF) [73] and Gaussian Naive Bayes (GaussianNB) [74]. These methods are commonly
used as baseline methods in datasets [75, 76] and review [6, 7, 77] papers for affective
computing. To train these ML models, we first pre-processed the signals using the same
method we described in section 3.4.1. We then select the mean, standard variance, av-
erage root mean square, mean of the absolute values, maximum amplitude and average
amplitude for the original, first and second differential of all physiological signals. These
are widely-used features for physiological signals in the task of emotion recognition [6].

3.4.3. EXPERIMENT RESULTS

Performance of CorrNet on CASE and MERCA is shown in Table 3.3. In general, the
subject-dependent (SD) model achieves higher accuracy and W-F1 than the subject-
independent (SI) model, especially for the 3-class classification on MERCA. The accu-
racy of 4-class classification (4 quadrants of V-A space) is lower than binary but higher
than 3-class classification. Although the number of classes is higher, 4-class classifica-
tion does not include testing between neutral and high/low (only 2 classes on V-A, re-
spectively). Thus, the 3-class testing (high/neutral/low) on V-A independently is more
challenging than 4 quadrants. To summarize, the overall performance on CASE is bet-
ter than the performance on MERCA, which means a controlled, mobile environment
can bring more challenges for emotion recognition. However, the performance on both
datasets is comparable, both achieving more than 70% accuracy on binary classification
and more than 60% accuracy on 3-class classification using a subject-dependent model.
The results show good generalizability among different physiological signals and testing
environments (desktop-indoor and mobile-outdoor).
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10-fold (SD) LOSOCV (SI)

CASE MERCA CASE MERCA

acc f1 acc f1 acc f1 acc f1

valence-21 77.01% 0.74 75.88% 0.75 76.37% 0.76 70.29% 0.70

arousal-21 80.11% 0.79 74.98% 0.74 74.03% 0.72 68.15% 0.67

valence-32 61.83% 0.61 63.89% 0.63 60.15% 0.53 53.88% 0.53

arousal-32 62.03% 0.61 66.04% 0.65 58.22% 0.55 46.21% 0.42

4-class 69.36% 0.67 72.16% 0.70 55.08% 0.53 51.51% 0.50

1. Binary classification. 2. 3-class classification.

Table 3.3: Validation results for CASE and MERCA.

Figure 3.2: The result of 10-fold cross validation (subject-dependent model, up) and leave-one-subject-out
cross validation (subject-independent model, down) on MERCA

3.4.4. COMPARISON WITH DL AND ML METHODS

The comparison of DL and ML methods with CorrNet using a subject-independent model
is shown in Table 3.4. Compared with subject-dependent models, the subject-independent
model is more challenging for training, which lead to less subject-bias (overfiting on spe-
cific subjects and resulting in high accuracy). Thus, we use subject-independent models
to compare the performance of different methods. As shown in Table 3.4, for the 1D-
CNN, deepening the network does not result in better performance. In fact, if we keep-
ing increasing the number of convolution layers, the network will overfit on the training
set. Here we can speculate that the information inside each instance is limited and in-
sufficient to train a deep discriminative model. The performance of LSTM and BiLSTM
is similar to 1D CNN, which means the recurrent structure does not help to increase
the recognition accuracy. In general, CorrNet outperforms both ML and DL methods
since it takes advantage of information across both modalities and their correlation. The
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Deep learning methods
1D-CNN-25 1D-CNN-46 LSTM BiLSTM CorrNet

valence-21 58.26% (0.53) 58.00% (0.52) 48.58% (0.40) 48.81% (0.41) 76.37% (0.76)
arousal-21 51.38% (0.44) 56.04% (0.48) 51.29% (0.38) 54.19% (0.42) 74.03% (0.72)
valence-32 50.51% (0.38) 49.31% (0.35) 50.44% (0.35) 51.58% (0.36) 60.15% (0.53)
arousal-32 45.89% (0.31) 47.11% (0.31) 40.52% (0.31) 42.12% (0.33) 58.22% (0.55)

valence-23 58.13% (0.49) 56.98% (0.48) 56.01% (0.46) 59.21% (0.46) 70.29% (0.70)
arousal-23 58.11% (0.54) 56.79% (0.53) 51.37% (0.49) 51.90% (0.50) 68.15% (0.67)
valence-34 45.23% (0.32) 43.50% (0.32) 46.62% (0.31) 46.56% (0.31) 53.88% (0.53)
arousal-34 45.41% (0.32) 46.56% (0.33) 47.75% (0.32) 47.70% (0.32) 46.21% (0.42)

Classic machine learning methods
SVM KNN RF GaussianNB CorrNet

valence-21 49.02% (0.42) 50.76% (0.50) 48.83% (0.48) 50.99% (0.39) 76.37% (0.76)
arousal-21 51.22% (0.42) 51.13% (0.51) 50.46% (0.49) 52.08% (0.41) 74.03% (0.72)
valence-32 42.52% (0.30) 38.95% (0.37) 37.62% (0.35) 43.26% (0.31) 60.15% (0.53)
arousal-32 50.18% (0.35) 43.38% (0.40) 42.29% (0.39) 27.98% (0.15) 58.22% (0.55)

valence-23 50.92% (0.39) 51.27% (0.51) 50.78% (0.50) 48.34% (0.38) 70.29% (0.70)
arousal-23 57.16% (0.45) 51.34% (0.51) 49.85% (0.49) 52.59% (0.42) 68.15% (0.67)
valence-34 44.89% (0.30) 37.89% (0.36) 38.48% (0.37) 24.91% (0.15) 53.88% (0.53)
arousal-34 44.49% (0.32) 37.52% (0.37) 38.44% (0.37) 34.68% (0.24) 46.21% (0.42)

1. Binary classification on CASE. 2. 3-class classification on CASE. 2. Binary classification on
MERCA. 4. 3-class classification on MERCA. 5. 1D-CNN with 2 convolutional layers. 6. 1D-CNN

with 4 convolutional layers

Table 3.4: Comparison between ML, DL methods and CorrNet using LOSOCV (accuracy (W-F1))

only exception is that DL methods achieve higher accuracy (but lower W-F1) compared
with CorrNet in 3-class classification of arousal on MERCA. High accuracy and low W-F1
means that the algorithm performs well only on a specific class (i.e. neutral arousal),
which is a result of overfitting on that class. Thus, compared with DL methods, CorrNet
has better performance of generalization among different classes.

3.4.5. ABLATION STUDY

As stated. CorrNet contains three major components: intra-modality feature learning
(IFL), correlation-based feature extraction (CFE), and broad learning system (BLS) for
classification. We conduct an ablation study to verify the effectiveness of each com-
ponent. We begin with only using the classifier on the raw signals. Then we test the
performance of combining IFL and CFE with BLS independently. The results of binary
classification trained using LOSOCV is shown in Table 3.5.

From the results, we draw the following observations: (1) Simply combining IFL and
BLS does not improve classification performance when using only BLS on the raw data.
IFL is a step of fusing signals from different channels and extracts local features within
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CASE MERCA

valence arousal valence arousal

BLS 52.68%(0.50) 56.53%(0.56) 57.26%(0.57) 57.88%(0.49)

IFL+BLS 53.79%(0.46) 57.80%(0.57) 57.96%(0.56) 58.78%(0.45)

CFE+BLS 69.80%(0.68) 66.41%(0.63) 65.43%(0.65) 63.82%(0.63)

IFL+CFE+BLS 76.37%(0.76) 74.03%(0.72) 70.29%(0.70) 68.15%(0.67)

Table 3.5: Ablation study of different components in CorrNet (accuracy (W-F1))

each instance. This is a step of information compression, thus it does not provide addi-
tional information other than what is provided from raw signals. However, it compresses
the information within each instance and helps improve accuracy while combining with
CFE. (2) The combination of CFE and BLS improves accuracy compared with using only
BLS, however it is still lower than combining all three components. The results demon-
strate the significance of fusing features between two modalities based on their correla-
tion. (3) All components contribute to the classification task. The proposed CorrNet al-
gorithm that jointly combines features within and between instances performs the best.
These observations demonstrate the effectiveness of the proposed algorithm.

3.4.6. COMPUTATIONAL COST

The time complexity of CorrNet is O((ω2 +Lω)n2)+ (2c +1)ωLn +ωK ) for training and
O((c +K +1)ωn) for testing. The computational cost of CorrNet is not high due to (a) the
simple (2-layer) structure for intra-modality feature learning, (b) the linear mapping (in-
stead of other complex transformation) in correlation-based feature extraction, and (c)
the use of pesudo-inverse (instead of gradient descent) in broad learning. The average
training time on our testing machine (desktop with NVIDIA RTX 2080Ti GPU with 16 GB
RAM), is 65.56s and 24.67s for CASE and MERCA, respectively (sampling rate = 50Hz).
The average detection time for each fine-grained instance is 29.01ms, which means to
recognize 2s emotions, the algorithm only spends less than 30ms after the network is
trained.

3.5. DISCUSSION

3.5.1. TOWARDS MORE PRECISE EMOTION RECOGNITION: HOW FINE-GRAINED

SHOULD IT BE?
The length of an instance is one of the key parameters which needs to be selected care-
fully when designing fine-grained emotion recognition algorithms. The shorter the lengths
are, the finer the granularity of an emotion that could be recognized. However, since
emotion states are classified based on the information from each instance, this could
entail that without sufficient information and the classification task becomes a random
guess using irrelevant numbers.

To find the appropriate length of an instance, we conduct an experiment by testing
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Figure 3.3: Comparison of the performance among different instance length: W-F1 of binary classification
(LOSOCV)

CorrNet using different segmentation lengths. As shown in Figure 3.3, the W-F1 tested on
CASE drops significantly after reducing the length to 0.5s while the dropping threshold
for MERCA is 0.25s. This finding is in line with the finding from Paul et al. [13] that the
duration of an emotion typically spans 0.5-4s. The W-F1 also decreases after increasing
the length to 8s. Here we can speculate that overly high length instances could result
in an inaccurate ground truth (more than one emotion in each instance) for classifica-
tion. We find that the decrease of W-F1 on MERCA is more dramatic than the decrease
on CASE, which indicates that for indoor-desktop environments, the emotion changes
more slowly compared with outdoor-mobile environments (more instances with a longer
length contain only one emotion). These results show that the segmentation length be-
tween 1s-4s can result in good performance (high W-F1), which can serve as an appro-
priate length to classify emotions using fine-grained emotion labels.

3.5.2. EMOTION RECOGNITION USING WEARABLE PHYSIOLOGICAL SENSING:
DO HIGHER SAMPLING RATES RESULT IN HIGHER ACCURACIES?

Traditionally, physiological sensors designed for laboratory environments often have
high sampling rates (≥ 1000H z). Ideally, a higher sampling rate means better recov-
ery of the original signal. However, a high sampling rate can also result in high power
consumption and high-frequency noise, which can pose problems for usage of wearable
sensors (i.e., the battery of wearable sensors is limited) in ubiquitous environments (i.e.,
more signal noise can occur compared with indoor laboratory environments). As our
work focuses on fine-grained emotion recognition using wearable physiological sensors,
it is worthwhile to investigate the influence of different sampling rates on CorrNet.

As the original sampling rate of CASE is 1000Hz, we gradually down-sample the sig-
nals from CASE to 1Hz and test the performance of CorrNet under different sampling
rates. Although CASE was collected in a desktop environment, including it as an ad-
ditional dataset helps us compare the results between laboratory-grade and wearable
sensors. The down-sampling is implemented by decimating the last sampling point of
every down-sampling segment. The decimate down-sampling we use is a simulation of
collecting signals using wearable sensors with low sampling rate. The decimate down-
sampling drops sampling points of signals in a fixed temporal interval to simulate that
the A/D converter measures a continuous signal with lower frequency. Suppose the orig-
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inal signal S = [s1, s2, . . . , sN ] and the signal after down-sampling X is:

X = [x1M , x2M , . . . , xkM ] (3.12)

where M = F 1
F 2 , K = N

M . F 1 and F 2 are the sampling rates before and after down-
sampling, respectively.

Figure 3.4: Comparison of the performance among different sampling rates: W-F1 of binary classification
(LOSOCV, left) and detection time (right)

Figure 3.4 shows the weighed F1 score and detection time among different sampling
rates. As shown in Figure 3.4 (left), down-sampling to 50Hz does not significantly de-
crease the W-F1 score. However, the detection time for each fine-grained instance in-
creases dramatically if we raise the sampling rate to greater than 50Hz. This result helps
explain why for most of the wearable devices (e.g., Empatica E4 wristband, BITalino Kit
2), the highest sampling rate of physiological sensors is less than 64Hz (e.g., 32Hz for
Empatica E4 and 40Hz for BITalino Kit). The comparable recognition accuracy testing
on the CASE and MERCA datasets also shows low sampling rates (32Hz) do not signifi-
cantly affect the performance of emotion recognition algorithms. Our result is consistent
with the findings of Martin et al. [30], where the recognition accuracy is similar between
the data collected using laboratory and wearable sensors. The take away message of this
experiment is that physiological signals collected from wearable devices with a low sam-
pling rate can also be used for precise recognition of emotions (i.e., valence and arousal)
for evaluating affective states during short-form video watching.

3.5.3. DATA IMBALANCE AND OVERFITTING IN FINE-GRAINED EMOTION RECOG-
NITION

As shown in Figure 3.2 (down, LOSOCV)), there is an accuracy imbalance among dif-
ferent classes for 3-class classification (for binary classification we did not omit neutral
labels but discretize them according to Table 3.2). We can see that the accuracy of class
high and low (for both arousal and valence) is low, which does not occur when using
the subject-dependent model. The test results on CASE are similar (instances with la-
bel of high (48%) and low (47%) are classified as neutral). Compared with the subject-
independent model, the subject-dependent model is less sensitive to data imbalance,

2https://bitalino.com/
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while there is still overfitting (about 30% of samples from high and low) on neutral cat-
egory. We found that this can be a problem due to data imbalance when recognizing
emotions using fine-grained emotion labels.

Figure 3.5: Sample percentage in each class of V-A.

As shown in Figure 3.5, more than 60% of samples from CASE and 50% of samples
from MERCA belong to the neutral class. The resulting high amounts of neutral V-A rat-
ings cannot be attributed to the mobile aspect of MERCA’s data collection, given that
users spent most of their time (up to 73.2%) standing while watching and annotating
[78]. We instead attribute this phenomenon to the act of annotating continuously, ir-
respective of environment (static vs. mobile). When users continuously annotate their
emotions, they tend to annotate them as neutral by default (releasing virtual joystick)
and non-neutral (actively annotating) only for specific scenes (e.g., kissing scenes for
happy). These scenes only last for a short duration (users are not 100% of the time
aroused), and for the remainder of the video clip users annotate their emotions as neu-
tral.

The data imbalance can explain why the sequence learning techniques like LSTM do
not perform well for such fine-grained emotion recognition. If most of the ground truth
labels are neutral, the recurrent structure of sequence learning can easily overfit to out-
put all classification results as neutral. The LOSOCV result shows the training accuracy
of LSTM is 20.23% and 18.17% higher than the testing accuracy on CASE and MERCA
respectively (averaged between V-A, 3-class classification). However, since CorrNet does
not use the recurrent structure and learns the instance-label relationship independently,
it does not suffer from the problem of overfitting: the training accuracy of CorrNet is only
1.01% and 4.82% higher than the testing accuracy on CASE and MERCA respectively (av-
eraged between V-A, 3-class classification).

In addition, individuals differ in interoception levels, where self-reports of how they
feel do not always correspond to their physiological response [79]. This is reflected in
our observed patterns of physiological responses and continuous annotations. Thus, it
also brings challenging for developing the subject-independent fine-grained emotion
recognition algorithm. In general, the discussion above underscores the importance
of carefully treating data imbalance and the problem of overfitting when designing any
fine-grained emotion recognition algorithm.
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3.6. CONCLUSION AND LIMITATIONS
Physiological signals from different modalities contain different aspects of human emo-
tions. In this chapter, we proposed CorrNet, a fine-grained emotion recognition algo-
rithm to classify the fine-grained valence and arousal of users using wearable physi-
ological signals while they watch videos. CorrNet takes advantage of the information
both inside each instance (segmentation of signals) and between different instances
under the same video stimuli. Our algorithm achieves good performance (more than
70% of accuracy on binary classification) on two datasets that differ in setting (indoor-
desktop and outdoor-mobile), and outperforms both state-of-the-art DL and classic ML
methods. Our experiments show that 1) compared with sequential learning, correlation-
based instance learning offer advantages of higher recognition accuracy, less overfitting
and less computational complexity (RQ 1.1) and 2) large amounts of neutral V-A labels,
an artifact of continuous affect annotation, result in varied recognition performance in
different emotion categories (RQ 1.2).

Given the challenges of designing for fine-grained emotion recognition, there were
naturally limitations to our work. Although the instance-level fully-supervised learn-
ing methods developed in this chapter can obtain accurate results, this method require
segment-by-segment, fine-grained emotion labels to train the recognition algorithm.
However, experiments to collect these labels are costly and time-consuming. In addition,
according to our experiments, the fully-supervised learning methods can also cause the
problem of overfitting. Although the performance of the subject-dependent model is rel-
atively balanced among classes, the performance of the subject-independent model can
still be improved if data imbalance is addressed. To address the limitations mentioned
above, in Chapter 4 we explore weakly-supervised learning algorithms which recognize
emotions in a fine level of granularity by training with only post-stimuli emotion labels.
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4
WEAKLY-SUPERVISED LEARNING

FOR FINE-GRAINED EMOTION

RECOGNITION

This chapter investigates whether post-stimuli emotion labels (the labels user annotated
after watching videos) can be used to recognize emotions at a fine granularity level. For
this purpose, we propose an emotion recognition algorithm based on Deep Multiple In-
stance Learning (EDMIL) using physiological signals. EDMIL recognizes fine-grained va-
lence and arousal (V-A) labels by identifying which instances represent the post-stimuli
V-A annotated by users after watching the videos. Instead of fully-supervised training, the
instances are weakly-supervised by the post-stimuli labels in the training stage. The V-A of
instances are estimated by the instance gains, which indicate the probability of instances
to predict the post-stimuli labels. Recognition results validated with the fine-grained V-
A self-reports show that for subject-independent 3-class classification (high/neutral/low),
EDMIL obtains promising recognition accuracies: 75.63% and 79.73% for V-A on CASE,
70.51% and 67.62% for V-A on MERCA and 65.04% and 67.05% for V-A on CEAP-360VR.
Our ablation study shows that all components of EDMIL contribute to both the classifica-
tion and regression tasks.

This chapter is published as Zhang T, El Ali A, Wang C, Hanjalic A, Cesar P. Weakly-supervised Learning for Fine-
grained Emotion Recognition using Physiological Signals. IEEE Transaction on Affective Computing, March
2022
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4.1. INTRODUCTION
Recent years have witnessed a growing number of emotion recognition algorithms [1–4]
that particularly focus on modeling the temporal dynamics of emotion states. Previous
works [4–6] employ sequential machine learning algorithms such as Long Short Term
Memory (LSTM) networks [7] to model the relationship between input signals and emo-
tion states. However, sequential learning algorithms require fine-grained emotion labels
for training. Here, the emotion labels and the input signals are required to have the
same dimensions to train the recurrent structure of sequential learning algorithms [8].
To collect such fine-grained emotion labels (e.g., valence and arousal), there are typi-
cally three kinds of methods: (1) interrupt users at a fixed frequency for annotation [9],
(2) ask users to annotate their emotions in real-time while watching videos [10, 11] or (3)
let external observers annotate users’ emotions segment-by-segment (e.g., using videos
of users’ facial expressions [12]) after watching videos [12–14]. However each of those
methods has limitations. Requesting users to continuously annotate their emotions may
not be feasible for longer durations (e.g., two hour film) as it may result in participant fa-
tigue. Continuously interrupting people to self-report their emotional states can disrupt
users’ tasks [15]. For external observers, some emotional states are difficult or mislead-
ing for them to annotate. For example, according to the experiments of Song et al. [16]
and Abdic et al. [17], negative valence is often misidentified by external annotators as
positive when users smile because of sarcasm and frustration. Even if collecting fine-
grained emotion labels is possible, the experiments to collect them are time-consuming
and costly [11]. Researchers have to spend extra time and money collecting fine-grained
emotion labels because it is an additional task other than the data collection experiment
(e.g., asking users to (re-)watch videos).

Such challenges of collecting fine-grained emotion labels lead to researchers devel-
oping datasets such as DEAP [18], Mahnob-HCI [19] and ASCERTAIN [20] containing
only post-stimuli labels. Instead of multiple labels for every fine-grained time segment
(instance), there is only one post-stimuli label for one activity (i.e., one user watches one
video). Taking advantage of these datasets can lower the cost of developing and train-
ing fine-grained emotion recognition algorithms. However, according to the peak-end
theory [21], the post-stimuli labels represent only the most salient (peak) or recent (end)
emotion during the video watching rather than the naturally dynamic and subtle emo-
tional changes that may occur within it. According to Romeo et al. [15], this is defined as
the problem of temporal ambiguity. When training machine learning algorithms to rec-
ognize fine-grained emotions using post-stimuli labels, the information on which fine-
grained instances represent the emotion users labeled post-stimuli is missing. This can
lead to overfitting [3, 22, 23] if all the instances are fully-supervised by the post-stimuli
labels.

To overcome the challenge of temporal ambiguity, this chapter proposes an emo-
tion recognition algorithm based on Deep Multiple Instance Learning (EDMIL) using
physiological signals. EDMIL is trained only with post-stimuli emotion labels. How-
ever, it can provide recognition results at a finer (or higher) level of granularity (ev-
ery 2s) by identifying which instances represent the emotion annotated by users after
watching videos. The ground truth labels (i.e., valence and arousal (V-A)) we use are
based on Russell’s Circumplex model [24], which describes emotions in a continuous
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2-dimensional space. Valence indicates users’ positive or negative affectivity. Arousal
measures how calm or excited a user is. Although we use V-A for training, the predic-
tion of EDMIL can be easily mapped to discrete emotion keywords (e.g., high valence
and high arousal = happy, high valence and low arousal = relax) [25]. The signals and
their fine-grained segments are viewed as bags and instances, respectively. Instead of
implementing fully-supervised training for all the instances using post-stimuli labels,
the instances are weakly-supervised by the post-stimuli labels to avoid overfitting. The
fine-grained V-A of instances are then estimated by the instance gains, which represent
the probability for that instance to predict the corresponding bag label. This work makes
the following contributions to Affective Computing research:

• We propose an end-to-end deep multiple instance learning framework to identify which
instances represent the post-stimuli V-A in a fine level of granularity using physiolog-
ical signals. Our algorithm is tested on three datasets (CASE [11], MERCA [10] and
CEAP-360VR [26]) collected in three environments (desktop, mobile, and HMD-based
Virtual Reality (VR)). Recognition results show good performance for subject-independent
3-class (high/neutral/low) classification on all three datasets: 75.63% and 79.73% for
V-A on CASE, 70.51% and 67.62% for V-A on MERCA and 65.04% and 67.05% for V-A
on CEAP-360VR. Our framework enables finding an optimal trade-off between recog-
nition accuracy and the burden of fine-grained emotion annotation.

• We test both state-of-the-art weakly-supervised and fully-supervised machine learn-
ing methods and compare their performance with EDMIL. Results show that EDMIL’s
recognition accuracy outperforms both weakly-supervised and fully-supervised learn-
ing methods for fine-grained emotion recognition. We also find that compared with
fully-supervised learning, weakly supervised learning can reduce overfitting that re-
sults from the temporal mismatch between fine-grained annotations and input sig-
nals.

• We run validation experiments to compare the performance of EDMIL under different
instance lengths and feature extraction methods. Results show that instance segment
lengths between 1-2s result in the highest recognition accuracies (up to 60% for V-A in
all three datasets). Our results also show that feature extraction using an end-to-end
structure can improve recognition accuracy compared with manual feature extraction
and unsupervised learning feature extraction methods.

4.2. RELATED WORK
In the paradigm of Multiple Instance Learning (MIL), the input is a set of bags which
are composed of multiple instances. At the training stage, each bag has a correspond-
ing label while each instance does not. Thus, not all the instances are labeled the same
as the bag label at the training stage [27, 28]. MIL has been applied in previous works
on emotion recognition using a variety of data modalities such as images [29], text [30],
voice [31] and physiological signals [15]. For physiological signals, Romeo et al. [15]
evaluated four MIL algorithms (mi-SVM [32], mil-Boost [33], MI-SVM [32] and EMDD-
SVM [34]) for emotion recognition using physiological signals (without EEG) on DEAP
[18] and Consumer [15] dataset. The two datasets are collected using golden-standard
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(for DEAP) and unobtrusive consumer devices (for Consumer). Their results show that
mi-SVM and MI-SVM achieve the highest recognition accuracies (bag level) on DEAP
dataset, which is 63.6% and 61.1% for valence and arousal, respectively. The hypothesis
of the four methods mentioned above is that the positive bags are fairly rich in positive
instances. Thus, the negative instances can be easily identified. However, positive bags
can contain only a small fraction of positive instances. To solve this problem, Bunescu
et al. [35] designed Balanced MIL (sb-MIL) which introduced a balancing constraint be-
tween positive and negative instances to model the sparse positive instances in different
bags. Zhang et al. [36] implemented the proposed sb-MIL [35] to classify dimensional
emotions using EEG signals. They achieved classification accuracies (bag level) on DEAP
[18] dataset of 74.21% and 77.50% for valence and arousal, respectively.

The general idea of the MIL algorithms mentioned above is to identify the instances
which contribute to maximize the probability for predicting the bag labels. However, all
these methods need to manually design loss functions or constraints between instances
and bags [32, 35]. The manually designed functions or constraints are usually just suit-
able for one condition (e.g., most of the instances are labeled the same as the bag la-
bel [32]). In addition, the previous works mentioned above only recognize emotions at
the bag level, which means they recognize only one emotion instead of the fine-grained
emotion response for each instance (i.e., instance-level recognition). In the work of Ro-
man et al. [15], the authors attempt to identify the instances which make contributions
to predicting the bag-level labels. However, since the two datasets they use do not have
fine-grained emotion ground truth labels, they plan to validate their method for fine-
grained emotion in future work.

Compared with other learning tasks, the special character of fine-grained emotion
recognition using physiological signals is manifested into two aspects. First of all, most
of the existing multi-instance learning methods [29, 37, 38] for emotion recognition are
designed for 2D images. The purpose of these methods is to identify an object of interest
embedded into the image (also known as "emotional regions which contain objects and
concepts" according to the definition of Zhao et al. [39]). Thus, the instances (i.e., small
segments of the image) are often aggregated in a dense spatial space. Strong constraint
functions are often implemented to omit instances which are spatially far away from the
region with the highest probability of an object of interest. For example, in the work of
Rao et al. [29], a linear iterative clustering is used to merge different regions of inter-
est representing the emotion of images. Compared with spatial differences of emotions
from an image, the dynamics of emotions are sparsely distributed in the temporal space:
users can have an emotion response with a short duration (0.5s to 2s) [40, 41]. Thus, we
did not implement strong constraints to filter the instances which have high probabil-
ity of predicting the emotions but are not densely aggregated in one temporal moment.
We use a simple threshold based on the distribution of the instance gains for identifying
which instances correspond to the post-stimuli emotion labels.

Secondly, compared with learning tasks using other temporal signals (e.g., video,
speech, EEG signals), the physiological signals we use contain less abundant informa-
tion for emotion recognition [15, 42]. This limits the performance of DNN methods: fea-
ture extraction layers with deep structures can easily overfit or fail to extract meaningful
features for recognition [3]. Due to this, we use shallow convolutional layers (5-layers)
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with gradually increasing number of filters and lower size kernels for feature extraction.
This character also motivates us to compare two different types of feature extraction
methods in section 4.4.6 to find out whether the end-to-end deep-network-based fea-
ture extraction is suitable for fine-grained emotion recognition using physiological sig-
nals.

4.3. DEEP MIL BASED EMOTION RECOGNITION

In this section, we propose a deep multiple instance learning based emotion recognition
algorithm (EDMIL) to identify the post-stimuli dimensional emotions (i.e., valence and
arousal (V-A)) at a fine granularity level from physiological signals. EDMIL recognizes
fine-grained V-A by identifying which instances represent the post-stimuli emotion la-
bels annotated by users after watching the videos. In the training stage, EDMIL contains
four parts: (1) Pre-processing: the obtained physiological signals are firstly filtered and
grouped into bags and instances as input for EDMIL. (2) Feature extraction layers: the
grouped signals are then passed into deep convolutional layers for feature extraction. (3)
Multiple instance learning layers: the extracted features are then input into multiple in-
stance learning layers to obtain the instance gain for each instance. The instance gain
represents the probability for each instance to predict the bag label. (4) Fully connected
layer: at last, each instance gain is fully connected with the post-stimuli emotion labels
(i.e., valence or arousal). The training network is designed to learn the data represen-
tation to predict the post-stimuli emotion labels using the entire signals. The instance
gains learned in part (3) are the matching scores which indicate the probability that the
instance contributes to the prediction of the post-stimuli emotion label. In the predic-
tion stage (the network has already been trained and fixed), the obtained signals are first
forwarded from (1) to (3) to get the instance gains. After that, the (5) instance regulariza-
tion is used to transfer the instance gains into the V-A for each instance. The architecture
of the algorithm is shown in Figure 4.1. When describing and validating EDMIL, we use
the physiological signals as input and specify the application scenario as video watching.

4.3.1. PRE-PROCESSING

We first pre-process all the physiological signals using different filters to eliminate the
noise and artifacts from the measurement. The details for this process are described in
section 4.4.1 (implementation details). Suppose Smn = {sc }C

c=1 is the set of pre-processed
physiological signals for one user m watching one entire video n, where C is the num-
ber (channels) of physiological signals. The signals are firstly segmented into multiple
instances with a fixed instance L. After the segmentation, the input of the algorithm is
transferred into a bag of instances: B = {bg }G

g=1. G is the number of samples for training.

bg = {xi
g }I

i=1 is the bag g and xi
g is the instance i in bag g . bg ∈ RL×I×C , xi

g ∈ R I×C , where
L and I is the number of instances in one bag and the length for one instance, respec-
tively. The goal of EDMIL is to predict the V-A for each instance. For both the training
and prediction stage, only the ground truth labels for bg are available. The ground truth
labels for xi

g are only used to evaluate the performance of EDMIL.
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4.3.2. FEATURE EXTRACTION LAYERS

The feature extraction layers are designed to learn the deep features from the physio-
logical signals for recognizing the post-stimuli labels. The features are extracted from
each instance xi

g independently, which means the feature extraction layers will not in-
fluence the independence between each set of instances (no features are extracted from
multiple instances). This operation guarantees that each instance has a unique instance
gain before the fully connected layer. Here, three types of feature extraction methods are
implemented for comparison: (1) an end-to-end feature extraction method using one-
dimensional convolutional neural network (1D-CNN) (deepfeat), (2) an unsupervised
feature extraction method by maximizing the correlation coefficients between pairwise
physiological signals (pcorrfeat) and (3) a manual feature extraction method using sta-
tistical features (manualfeat). Unless otherwise specified, we use deepfeat as the default
feature extraction method.

Theoretically, the end-to-end model should result in the best performance as the
features are directly connected with the ground truth labels[43], which means the deep
representation is trained to best recognize these labels. However, according to previ-
ous studies [3, 44], if we train the network using fine-grained emotion labels and fully-
supervised learning methods, the end-to-end model will overfit because of the tempo-
ral resolution mismatch between physiological signals and fine-grained self-reports due
to different interoception levels across individuals [45]. Thus, we compare these three
types of methods to find out whether the end-to-end, deep feature extraction (deepfeat,
section 4.3.2) still has the problem of overfitting for weakly-supervised learning. Man-
ual feature extraction methods (manualfeat, section 4.3.2) are widely used by previous
works for emotion recognition [25, 46, 47]. Thus, we choose it as a baseline method for
comparison. We additionally compare deepfeat with an unsupervised feature extraction
method (pcorrfeat, section 4.3.2) because it can decrease overfitting compared with end-
to-end models, as shown in prior work by Zhang et al. [3]. Below, we introduce the details
of the three feature extraction methods.

DEEPFEAT

The deep features (deepfeat) are extracted using a 5-layer 1D-CNN [48]. The parameters
for each convolutional layer are shown in TABLE 4.1. We use large (i.e., equals to half of
the instance length) convolutional kernels in the beginning of the network. Large convo-
lutional kernels commonly result in better recognition accuracy [49] because they have
a large receptive field across different sampling points in one instance. However, large
kernels can omit the local information and make the network more difficult to converge
[50]. Thus, we follow a classical strategy that gradually increases the number of kernels
and decreases the size of them when the network goes deeper [51, 52]. At last, we add a
convolutional layer whose size is bigger than the previous layer to merge the local infor-
mation learned by small kernels.

After the feature extraction layer, the bag of instances B is transferred into deep in-
stances D = {dg }G

g=1,dg = { f k
g }K

k=1 where K = 128 is the dimension of features at the last
1D-CNN layer.
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Table 4.1: Architecture of the 1D-CNN to extract deepfeat

layer input size channels kernel size output size
input (I,C) 8 I/2+1* (I,8)
conv1 (I,8) 16 I/3 (I,16)
conv2 (I,16) 32 I/4+1* (I,32)
conv3 (I,32) 64 I/8+1* (I,64)
conv4 (I,64) 128 I/12+1* (I,128)
conv5 (I,128) 128 I/8+1* (I,128)
*We add 1 to some of the kernels to make their size an odd number

PCORRFEAT

The pairwise correlation-based features (pcorrfeat) are extracted by maximizing the cor-
relation coefficient for every two signals from users who watch the same video stim-
uli [44]. The idea is inspired by the hypothesis that the same stimuli will trigger rela-
tively similar emotions across physiological responses among different users [53, 54]. To
extract correlation-based features, we first calculate the covariance (C11 and C22) and
cross-covariance (C12) of the two signals (S1

n ,S2
n) for users who watch the same video

stimuli. After that, we implement the Singular Value Decomposition (SVD) on the equa-
tion below:

[U ,D,V ] = SVD(V1D1VT
1 ·C12 ·V2D2VT

2 ) (4.1)

where D1 and D2 are diagonal matrices whose diagonal elements are the ω biggest
non-zero eigenvalues of C11 and C22, respectively. D1 = diag( 1p

D11
, 1p

D12
, . . . , 1p

D1ω
) and

D2 have the same format. V1 = [V11,V12, . . . ,V1ω] is composed of the ω corresponding
eigenvectors of [D11,D12, . . . ,D1ω], respectively. V2 is calculated using the same method.
We then obtain two linear projections [H t

1 , H t
2] = [V1D1V T

1 ·U ′,V2D2V T
2 ·V ′], where U ′

and V ′ consist of the first K columns of U and V , respectively. At last, the correlation-
based features of S t

1 and S t
2 can be obtained by: F t = [S t

1 ·H t
1 ,S t

2 ·H t
2]. We then implement

the above procedure among all the M stimuli and C signals (pair by pair). At last, the bag

of instances B is transferred into pcorrfeat P = {pg }G
g=1, pg = { f k

g }K
k=1 where K =ω

C−1∏
i=2

i is

the dimension of pcorrfeat.

MANUALFEAT

For the manually selected features, we select the features both in the time and frequency
domain. These are widely used features for physiological signals for the baseline com-
parison in dataset and review papers [25, 46, 47] for affective computing. For the features
in the time domain, we choose the mean, standard variance, average root mean square,
mean of the absolute values, maximum amplitude and average amplitude for the orig-
inal and first-order differential of all physiological signals. For the features in the fre-
quency domain, we choose the mean, maximum and the magnitude for the Fast Fourier
Transform (FFT) [55] of all physiological signals.
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4.3.3. MULTIPLE INSTANCE LEARNING LAYERS

The purpose of the multiple instance learning layers is to model the probability be-
tween an instance and the corresponding post-stimuli V-A labels [28]. According to the
peak-end theory [21], the post-stimuli labels usually represent the most salient (peak)
or recent (end) V-A within the entire video watching rather than the fine-grained V-A
changes. Thus, only a part of the instances inside one bag represent the post-stimuli
emotion labels. Traditional MIL algorithms have to make a hypothesis that instances
corresponding to the bag label are densely [32] or sparsely [35] consisted of the bag. Un-
like traditional MIL algorithms, we designed two multiple instance learning layers to
automatically learn the instance gains without a pre-set hypothesis. The multiple in-
stance learning layers assign each instance a matching score (instance gain) which max-
imize the probability to predict the post-stimuli V-A using the whole bag. That means
instances which can better enable the network to predict the post-stimuli V-A will be
assigned higher instance gains.
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Figure 4.2: The diagram for multiple instance layers

The diagram for multiple instance learning layers is shown in Fig 4.2. For each bag
dg ∈ RL×I×K , a maximum pooling is implemented at the feature level (at dimension of
features K ) to select the biggest features for each time point i . After that, we activate the
features f k

g for instance k as:

ak,g =Ψ(αk,g f k
g +βk,g ) (4.2)

αk,g and βk,g are the weight and bias for the activation operation respectively. Ψ(·)
represents the activation function. Here, we use a softmax function according to previ-
ous works [28, 56]:

Ψ(i ) = e i

Σ j e j
(4.3)

The purpose of the activation operation is to (a) normalize the selected features in the
range from 0 to 1 and (b) make it easier for the network to calculate the gradient during
back-propagation. At last, another max pooling operation is implemented at dimension
of instance length I . After that, we obtain the instance gains Z = {zg }G

g=1, zg ∈ R1×L with
the same dimension of the number of instances L.
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4.3.4. FULLY-CONNECTED LAYER

To build the link between the instance gains and post-stimuli emotion labels, we put
one fully connected layer at the end of EDMIL. For the multi-class (high/neutral/low V-
A) classification task, we use the softmax in equation 4.3 as the activation function. Then
we train the network using RMSprop [57] optimizer because RMSprop can automatically
adjust the learning rate for faster convergence. Since the task is multi-class classification,
we use the categorical cross entropy (Hc ) as the loss function for training:

Hc =− 1

n
Σi [yi · ln xi + (1− yi ) · ln(xi )] (4.4)

where x and y are the predicted and true value for the fully-connected layer, respec-
tively.

The target of the network is to learn the data representation to predict the post-
stimuli emotion labels using the signals for the whole video watching. Thus, the training
for post-stimuli labels is fully-supervised. However, the information for which instances
can represent the emotion users labeled post-stimuli is not available during the training
stage. The instance gain is only the probability of whether the instance makes contribu-
tions for the bag to predict the post-stimuli labels. Thus, for each instance, the training
is weakly-supervised.

4.3.5. INSTANCE REGULARIZATION

In the prediction stage, when a new user watches a video, their physiological signals
are forwarded from pre-processing (section 4.3.1) to multiple instance learning layers
(section 4.3.3) to get the instance gains. After that, the instance regularization is imple-
mented to identify which fine-grained instances are correlated with the post-stimuli V-A.
Since the instance gain only represents the matching score, we need to obtain the post-
stimuli label the user annotated to know which V-A value these instances match. Thus,
the post-stimuli V-A is also needed in this step, which means the user needs to input his
or her V-A after watching the entire video. We predict the fine-grained V-A according to
both the instance gain and the annotated V-A after watching the video:

yi =
{

Y , zi > mean(Z )

p, zi <= mean(Z )
(4.5)

where Z = {zi } is the instance gains. mean(z) is the mean value of all instance gains in
one bag (signals for the user watch the entire video). yi is the predicted V-A for instance
i . Y is the post-stimuli V-A annotated by the user. p is the baseline V-A (i.e., neutral).

4.4. EXPERIMENTS AND RESULTS
In this section, we first introduce the implementation details of EDMIL on CASE, MERCA
and CEAP-360VR datasets. We then evaluate the classification and regression perfor-
mance of EDMIL using Leave-One-Subject-Out Cross Validation (LOSOCV). After that,
we compare the performance of EDMIL with the state-of-the-art MIL algorithms which
have been applied for emotion recognition. Then, an ablation study was conducted to
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verify the effectiveness of each component. Lastly, we compare the performance of the
three feature extraction methods mentioned in section 4.3.2.

4.4.1. IMPLEMENTATION DETAILS
For all three datasets, we choose four physiological signals, Electrodermal activity (EDA),
Blood Volume Pulse (BVP), Skin Temperature (TEMP) and Heart Rate (HR), as the in-
put signals of EDMIL. Although EEG signals can provide more abundant information ac-
cording to previous works [25, 58], high-resolution EEG signals need to be captured un-
der strict laboratory environments without any electromagnetic interference [59], which
makes their use limited to an indoor laboratory environment. We choose these four
signals because they can be easily measured by wearable and unobtrusive sensing de-
vices such as smart watches or wristband (e.g., Empatica E4 and Microsoft MS Band 1).
In addition, the selected signals contain physiological responses from both autonomic
nervous system (EDA and TEMP) and cardiovascular system (BVP and HR), which can
provide abundant information for emotion recognition [25, 58]. Moreover, these four
signals have also been widely used by previous work to recognize valence and arousal
[60–62]. We first pre-process the physiological signals using the standard filtering pro-
cedure widely used in previous works [25, 63–65]. Firstly, a low pass filter with a 2Hz
cutoff frequency is used to remove noise [63] from EDA signals. For the BVP signal, we
implement a 4-order butterworth bandpass filter with cutoff frequencies [30, 200] Hz
to eliminate the bursts [64]. At last, an elliptic band-pass filter with cutoff frequencies
[0.005, 0.1] is used to filter TEMP signals [65].

To decrease measurement bias in different sessions, all signals are normalized to [0,1]
using Min-Max scaling normalization:

Sn = S −min(S)

max(S)−min(S)
(4.6)

The normalization is implemented on each subject under each video stimulus (ses-
sion). Since signals in both MERCA and CEAP-360VR have different sampling rates, they
are interpolated to 50Hz using linear interpretation [66]. We choose linear interpolation
because it is the simplest interpolation method which will not change the distribution
of the signals. For CASE dataset, we downsample the signals also to 50Hz by decimation
down-sampling [67]. The HR for CASE is extracted from ECG using heartpy library [68].
Then the input signals are segmented into 2 second instances (sample size 100). The
choices for different segmentation lengths are discussed in section 4.5.2. Since different
sessions have different lengths, we use zero padding according to previous works [28, 69]
to let all sessions (i.e., bags) have the same length. Since CASE does not collect post-
stimuli V-A, we use the mean of continuous V-A as ground truth to train EDMIL because
the mean V-A has no significant difference between post-stimuli V-A [10, 26]. Aside from
the comparison of different feature extraction methods (section 4.4.6), we use deepfeat
described in section 4.3.2 for feature extraction. The network is trained by RMSprop [57]
optimizer since it can automatically adjust the learning rate for faster convergence. We
use the Early-Stopping [70] technique to terminate training if there is no improvement
on the training loss for 5 epochs.

1http://developer.microsoftband.com
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The time complexity of EDMIL is:

O(
15

64
K 2 · I 2 ·L2 + 1

32
K ·C · I 2 ·L+ (

69K 2

32
+ K ·C

16
+2) · I ·L+ I ) (4.7)

L is the number of instances in one bag. I is the number of sample points for one
instance. N = L × I is the sample size of an input signal. K and C are constants which
represent the output dimension of the feature vectors and the number of signal channels
respectively. Thus, the time complexity can be simplified as:

O(A ·N 2 +B ·N +D) (4.8)

where A, B are coefficients for N 2 and N respectively. D is the constant term of the
time complexity. The average training time of EDMIL is 218.56s, 156.39s and 192.23s
for CASE, MERCA and CEAP-360VR, respectively. EDMIL is implemented using Keras
(python). All our experiments are run on a server with NVIDIA RTX 2080Ti GPU and 32
GB RAM. The average testing time for each fine-grained instance is 19.21ms, 18.6ms and
15.34ms for CASE, MERCA and CEAP-360VR, respectively. That means to recognize 2s
emotions, the algorithm only spends less than 20ms after the network is trained. The
computational cost of EDMIL is low due to (a) the simple (5-layer) structure for the fea-
ture extraction (b) a simple threshold instead of complex constraint functions for the
instance regularization module.

4.4.2. EVALUATION PROTOCOL
To evaluate the performance of EDMIL, we conduct two kinds of experiments: classifi-
cation and regression. The classification task tests the instance-level accuracy while the
regression task validates the overall dynamics throughout one entire video watching. Be-
low, we introduce the details of the two tasks as well as the metrics and method we use
to validate them.

CLASSIFICATION TASK

The aim of the classification task is to test whether EDMIL can recognize high/neutral/low
V-A for each instance, which is a standard validation method in prior works [19, 25, 71].
We use the mean V-A of instances as ground truth labels for validation. The mapping
from continuous values of V-A to discretized categories is: [1,3) = Low, [3, 6) = Neutral,
[6, 9] = High.

To test the performance of the classification task of EDMIL, we select three validation
metrics:

• accuracy (acc): the percentage of correct predictions;

• confusion matrix: the square matrix that shows the type of error in a supervised
paradigm [15];

• weighted F1-score (w-f1): the harmonic mean of precision and recall for each label
(weighted average by the number of true instances for each label) [72].

These three metrics are widely used in evaluating machine learning algorithms [73].
We use weighted F1-score instead of macro and binary F1-score to take into account
label imbalance.
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REGRESSION TASK

The performance of the classification task can only reflect the pairwise comparison be-
tween the predicted and ground truth labels for instances, not the overall difference be-
tween sequences (i.e., the predicted and ground truth V-A throughout one entire video
watching). The purpose of the regression task is to test whether the instance gains (be-
fore instance regularization) learned from post-stimuli V-A have similar temporal dy-
namics with fine-grained V-A ground truth. In addition, as a discretization step, the in-
stance regularization could bring bias to the classification performance. The predicted
and ground truth V-A may be different but be discretized into the same category. Thus,
the test of regression task can provide an additional validation of EDMIL.

To compare the performance of regression, we also train EDMIL with 3-class (low/
neutral/high) post-stimuli V-A labels to get the instance gains. We then skip the instance
regularization and compare the obtained instance gains and fine-grained V-A labels.
Since the instance gains and V-A have different magnitudes, we also normalize them
using min-max scaling normalization. To evaluate their difference, we use the mean
square error (mse) as the validation metric for the regression task:

mse = 1

M
Σi (yi −xi )2 (4.9)

where yi and xi are the ground truth and predicted V-A for instances respectively. M
is the number of instances in one bag.

EVALUATION METHOD

We train and test the proposed method using subject-independent models. The subject-
independent model is tested using Leave-One-Subject-Out Cross Validation (LOSOCV).
LOSOCV is a standard validation method for emotion recognition which can be used to
test the generalizability among different users [18]. Data from each subject are separated
as testing data and the remaining data from other subjects are used for training. We
repeat the training and testing operation for N times (N is the number of subjects in one
dataset) to make sure the data from all subjects are used for testing. The results we show
are the averaged accuracy, w-f1 and mse among all subjects used as testing data.

Table 4.2: LOSOCV reuslts for CASE, MERCA and CEAP-360VR

acc w-f1 mse

CASE
valence 75.63% 0.72 0.2354
arousal 79.73% 0.77 0.2281

MERCA
valence 70.51% 0.69 0.2673
arousal 67.62% 0.65 0.2051

CEAP-360VR
valence 65.04% 0.65 0.2384
arousal 67.05% 0.65 0.2529

4.4.3. RESULTS
The classification and regression performance of EDMIL on three datasets are shown in
Table 4.2. The accuracies for 3-class classification for all three datasets are above 65%.
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Figure 4.3: The LOSOCV accuracy for individual subject of three datasets

Figure 4.4: The confusion matrices for leave-one-subject-out cross validation (3-class classification) on (a)
CASE, (b) MERCA and (c) CEAP-360VR
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The w-f1 scores are also higher or equal to 0.65, which means EDMIL can provide bal-
anced recognition precision and recall for different V-A categories. Fig 4.4 shows the
confusion matrices for classification. For the comparison between different datasets,
EDMIL performs the best on CASE dataset (up to 75% accuracy for V-A). The recogni-
tion accuracies on CEAP-360VR and MERCA are similar (around 67% for V-A) but lower
than the accuracies on CASE. The results indicate that the mobile and VR environments
are more challenging for fine-grained emotion recognition compared with a laboratory-
based desktop environment. Although the performance on different datasets are differ-
ent, they all achieve promising accuracies (>65%) and w-f1 scores (>0.65). The test re-
sults on different datasets show good generalizability of EDMIL among different testing
environments (desktop, mobile and VR).

Fig 4.3 shows the accuracy of 3-class classification for each individual user in the
three datasets. From the results we can find variability of recognition accuracy among
different individuals. The results are coherent with the work of Koelstra et al. [18] and
Romeo et al. [15] that there is high inter-subject variability of physiological signals which
affects the recognition accuracy. However, the accuracies for more than 75% users (CASE:
93%, MERCA: 85%, CEAP-360VR: 75% of the users respectively) are above 60%. Thus,
EDMIL achieves balanced performance on different users, which shows good generaliz-
ability of EDMIL among different subjects.
Figure 4.5: Comparison with baseline methods

CASE MERCA CEAP
acc w-f1 mse acc w-f1 mse acc w-f1 mse

mi-SVM [74]
valence 53.55% 0.60 0.3856 52.41% 0.46 0.3956 49.79% 0.44 0.3845
arousal 55.45% 0.57 0.3927 54.93% 0.49 0.4012 52.90% 0.47 0.3822

MI-SVM [74]
valence 56.45% 0.53 0.3543 52.41% 0.46 0.3726 50.21% 0.45 0.3733
arousal 59.26% 0.55 0.3862 55.07% 0.48 0.3852 47.10% 0.41 0.3871

NSK [32]
valence 56.45% 0.54 0.3774 47.14% 0.46 0.3845 48.09% 0.45 0.4151
arousal 59.66% 0.55 0.3983 55.07% 0.48 0.4011 49.10% 0.51 0.4169

sb-MIL [35]
valence 57.47% 0.53 0.2873 52.41% 0.46 0.2991 50.21% 0.49 0.2927
arousal 58.66% 0.55 0.2911 47.07% 0.50 0.3012 47.00% 0.47 0.2913

AMIL [75]
valence 66.45% 0.64 0.2451 59.59% 0.51 0.2745 55.87% 0.45 0.2457
arousal 68.57% 0.62 0.2326 58.32% 0.48 0.2677 57.62% 0.48 0.2678

WSPPG [76]
valence 70.26% 0.61 0.2382 65.34% 0.53 0.2734 61.54% 0.51 0.2403
arousal 71.32% 0.62 0.2387 62.51% 0.54 0.2232 63.18% 0.53 0.2612

WCRNN [77]
valence 61.43% 0.51 0.2874 55.11% 0.43 0.3052 49.19% 0.41 0.3037
arousal 63.37% 0.53 0.2943 50.67% 0.41 0.2873 50.13% 0.45 0.3315

EDMIL
valence 75.63% 0.72 0.2354 70.51% 0.69 0.2673 65.04% 0.65 0.2384
arousal 79.73% 0.77 0.2281 67.62% 0.65 0.2051 67.05% 0.65 0.2529

4.4.4. COMPARISON WITH BASELINES

The comparison of EDMIL with baseline methods [32, 35, 74–77] is shown in Table 4.5.
We choose four classic multiple instance learning algorithms which have been widely
used as baseline methods. In the work of Romeo et al. [15], mi-SVM and MI-SVM [74]
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Figure 4.6: Ablation Study for pre-processing (PP), feature extraction (FE) and multiple instance learning (MIL)
module

CASE MERCA CEAP-360VR
acc w-f1 mse acc w-f1 mse acc w-f1 mse

MIL
valence 56.12% 0.53 0.4052 51.71% 0.49 0.3956 49.52% 0.41 0.4215
arousal 51.57% 0.49 0.4132 50.12% 0.47 0.4056 53.61% 0.45 0.4372

PP+MIL
valence 58.21% 0.51 0.4011 53.38% 0.53 0.3327 51.26% 0.50 0.4112
arousal 54.38% 0.49 0.3981 52.32% 0.51 0.3152 55.21% 0.51 0.4009

FE+MIL
valence 72.52% 0.71 0.2654 59.67% 0.57 0.2738 61.26% 0.59 0.2953
arousal 75.66% 0.72 0.2477 57.21% 0.56 0.2235 63.14% 0.59 0.2817

PP+FE+MIL
valence 75.93% 0.72 0.2354 70.51% 0.69 0.2673 65.04% 0.65 0.2384
arousal 79.73% 0.77 0.2281 67.62% 0.65 0.2051 67.05% 0.65 0.2529

achieved the best recognition accuracies (in bag-level) for emotion recognition using
physiological signals. We then add another two baseline methods, NSK [32] and sb-
MIL [35], to further compare the performance of EDMIL with state-of-the-art meth-
ods. For these four methods, we use the same hand-crafted features with [15]. In ad-
dition to the classic MIL algorithms, we also select three deep learning based weakly-
supervised methods for comparison (i.e., Attentional Multiple Instance Learning (AMIL)
[75], Weakly Supervised PPG (WSPPG) [76], Weakly supervised Convolutional Recurrent
Neural Network (WCRNN) [77]). The baselines we choose include some widely used
and more complex machine learning structures (i.e., recurrent structure [77], attention
structure [75], deeper CNN [75, 75]). All these three baselines use the end-to-end learn-
ing structures which are designed for 1D signal based (voice [75, 77], PPG [76]) learning
tasks. Thus, we can directly use them for testing without manually selecting features like
classic MIL baselines. Similar to EDMIL, we use these seven methods to obtain the in-
stance gains to compare the regression performance. For the classification performance,
we use the same instance regularization to transfer the instance gains into fine-grained
V-A for all the four baseline methods.

As shown in Table 4.5, the performance of EDMIL outperforms all four classic MIL
baseline methods. The results are coherent with the finding of Romeo et al. [15] that clas-
sic MIL algorithms cannot achieve high recognition accuracy using subject-independent
models. The classic MIL algorithms need to make hypotheses that the instances corre-
sponding to the bag label are densely (mi-SVM, MI-SVM and NSK) or sparsely (sb-MIL)
composed of the bag. However, for fine-grained emotion recognition, we do not know
whether the post-stimuli emotions are the most salient (only small amount of the in-
stances are correlated with the post-stimuli label) or overall (most of the instances are
correlated with the post-stimuli label) emotions of users. That makes it challenging for
classic MIL methods to identify the instances which are correlated with the post-stimuli
labels for fine-grained emotion recognition.

For the deep learning based weakly-supervised methods, we find that all three of
them provide better classification (average acc +7.75%) and regression (average mse -
0.097)) results compared with the four classic MIL methods. However, we also find out
that all three methods result in problems of overfitting for the classification task. The
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accuracies on training sets are much higher than the accuracies on testing sets: the ac-
curacy differences for training and testing sets are 23.14%, 19.27% and 22.28% for AMIL,
WSPPG and WCRNN, respectively. The results demonstrate that deeper network or more
complex structures (i.e., attention structure and recurrent structure) can decrease the
generalizability of the algorithms by providing more accurate results only on the train-
ing set.

EDMIL obtains good recognition accuracy and w-f1 score (> 65% accuracy and 0.65
w-f1) for all three datasets. By taking advantage of the end-to-end structure, EDMIL au-
tomatically obtains the matching scores for instances and bag labels without a pre-set
hypothesis. Compared with classic MIL methods, we do not need to know whether most
or only a small amount of the instances are correlated with the post-stimuli labels. Com-
pared with the three baselines which use an end-to-end learning structure, EDMIL also
achieves better performance (average acc +10.34%, mse -0.03). EDMIL does not suf-
fer from overfitting: we only find the training accuracy is 3.46% (averaged from three
datasets) higher than the testing accuracy for EDMIL. That is a result of the shallow fea-
ture extraction network and simple instance regularization module we use to design ED-
MIL. The result also shows that more accurate fine-grained emotion recognition can be
achieved using deep neural network based (compared with traditional machine learning
based) weakly-supervised learning algorithms.

4.4.5. ABLATION STUDY

We conduct an ablation study to verify the effectiveness of each component. Since our
algorithm needs MIL layers to obtain fine-grained V-A, we begin with only using the MIL
layers to train the network. The MIL layers directly use the raw signal segments without
passing them through the pre-processing and feature extraction module. Then we test
the performance of combining the MIL layers with the pre-processing (PP) and feature
extraction (FE) layers respectively. Finally, we combine all the modules in EDMIL and
present the results for comparison.

As shown in Table 4.6, both FE and PP contribute to the classification and regression
tasks. The FE benefits the network by extracting deep features for MIL layers to learn
the probability for instances to predict the corresponding post-stimuli labels. Thus, the
recognition accuracies increase 12.80% and mse drops 0.148 on average after combining
FE to MIL. The increased performance of adding PP is not as significant as adding FE: the
recognition accuracies increase 6.07% and mse drops 0.027 on average after combining
PP to the network. The reason of this is that the convolution layers of FE have already
automatically filtered some of the noise and artifacts in the signals when extracting the
features. In conclusion, all components contribute to both the classification and regres-
sion tasks. The observations above demonstrate the effectiveness of the components in
the proposed algorithm.

4.4.6. COMPARISON BETWEEN FEATURE EXTRACTION METHODS

As we introduced in section 4.3.2, we compare three feature extraction methods (deep-
feat, pcorrfeat and manualfeat) in the feature extraction layer of EDMIL. The purpose
of this comparison is to find out whether the deep features (deepfeat) learned by the
end-to-end neural network can provide more accurate classification and regression re-
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sults compared with unsupervised feature extraction method (pcorrfeat) and manually
selected features (manualfeat).

Figure 4.7: The accuracy and mse of deepfeat, pcorrfeat and manualfeat on three datasets

As shown in Fig 4.7, deepfeat results in the highest accuracy. pcorrfeat and manu-
alfeat have similar accuracy which are lower than deepfeat. In addition, the accuracy on
the training and testing set is similar (training accuracies are 2.6%, 3.7% and 4.1% higher
than testing for CASE, MERCA and CEAP-360VR respectively). The results indicate that
using an end-to-end feature extraction method does not result in overfitting (found by
previous works on fully-supervised learning for emotion recognition [3, 44]) due to the
weakly-supervised structure we use.

However, the mse of pcorrfeat and manualfeat are lower than deepfeat. Thus, us-
ing unsupervised and manually extracted features can result in better regression results.
The reason of higher mse for deepfeat is that the deep features are learned for the clas-
sification task, not the regression task. The pcorrfeat and manualfeat however, are not
constrained with the classification task, which can better represent the dynamic patterns
of V-A changes. However, EDMIL is designed for the classification task particularly and
the post-stimuli emotion labels for training are also the discretized labels. In addition,
for the regression task, the maximum and minimum V-A are needed to normalize the
instance gains. It means users are expected to input their highest and lowest V-A dur-
ing the whole video watching, which is sometimes difficult for users if the video is long.
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Thus, the classification is more applicable (users only need to input their post-stimuli
V-A) in real-life scenarios.

Table 4.3: The comparison between weakly-supervised (EDMIL) and fully-supervised (1D-CNN and LSTM)
methods

EDMIL 1D-CNN[78] LSTM [79]
acc dtw acc dtw acc dtw

CASE
valence 75.63% 16.0417 53.04% 10.886 54.74% 11.77
arousal 79.73% 12.6875 52.34% 6.997 53.82% 7.267

MERCA
valence 70.51% 11.7688 51.57% 6.183 53.88% 6.031
arousal 67.62% 10.7917 42.91% 8.437 46.26% 8.215

CEAP-360VR
valence 65.04% 9.9973 47.33% 5.941 44.36% 6.021
arousal 67.05% 9.3810 45.67% 5.733 43.27% 5.938

Figure 4.8: Examples of physiological signals and prediction results for fully-supervised (1D-CNN) and weakly-
supervised (EDMIL) algorithm

4.5. DISCUSSION

4.5.1. FULLY-SUPERVISED V.S. WEAKLY SUPERVISED: ADVANTAGES AND DIS-
ADVANTAGES

The baseline methods we test in section 4.4.4 are all weakly supervised methods trained
with post-stimuli emotion labels. The fully-supervised learning methods, however, learn
the instance-label relationship by building the direct mapping between instances and
fine-grained emotion labels. Thus, it is interesting to compare the results between train-
ing with post-stimuli labels (weakly-supervised) and fine-grained labels (fully-supervised).
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The comparison can help us understand whether the additional fine-grained (i.e., instance-
level) labels can improve or compromise the performance of fine-grained emotion recog-
nition.

To implement this comparison, we choose two widely used deep learning models,
1D-Convolutional Neural Network (1D-CNN) and Long Short Term Memory networks
(LSTM) for comparison. We choose the basic 1D-CNN [78] and LSTM networks [79]
from previous works for emotion recognition to avoid over-tuning. We use the mean
V-A label for each instance and directly train the 1D-CNN and LSTM at instance-level
(i.e., each instance has a corresponding V-A label). We run the 3-class classification task
as we did for testing EDMIL. To evaluate performance, we use two metrics: the recogni-
tion accuracy and dynamic time warping distance (DTW) [80]. DTW is one of the most
prominent methods in similarity measurement for time series data [81]. The results for
the comparison are shown in Table 4.3.

As shown in Table 4.3, the fully-supervised algorithms achieve lower recognition ac-
curacy compared with our weakly-supervised algorithm (EDMIL). The results of fully-
supervised methods are supposed to be better than EDMIL since the fully-supervised
algorithms have additional information (i.e., the instance-level labels) for training. We
then compare the training and testing accuracy for both fully-supervised algorithms and
EDMIL. We find that both the 1D-CNN and LSTM have the problem of overfitting. The
accuracies on training sets are much higher than the accuracies on testing sets (average
of the three datasets: 20.04% and 18.28% higher for 1D-CNN and LSTM respectively).
However, for weakly-supervised training, we do not find a much higher accuracy on the
training set (average of the three datasets: 3.46% higher for EDMIL). The overfitting can
be a result of the temporal resolution mismatch between physiological signals and fine-
grained self-reports. When annotating their emotions in real-time, different users have
different awareness (interoception) levels about their emotions [45]. The relationships
between instances and labels are different among users because the interoception levels
across individuals are different. Thus, the recognition algorithm can learn contradictory
information if we directly build a strong constraint between the fine-grained labels and
signals. That also explains the finding of Romeo et al. [15] and Kandemir et al. [42] that
building a subject-independent emotion recognition model is challenging, especially for
fine-grained emotion recognition.

Although recognition accuracies are lower, the DTW distances of the fully-supervised
methods are lower than EDMIL. Lower DTW distance means higher similarity of two
time sequences. That indicates that the fully-supervised algorithms can result in better
recognition results for the whole video instead of individual instances. Compared with
accuracy, DTW is less sensitive to the time-shift of specific values in the sequence. Fig-
ure 4.8 shows three examples of the prediction results of 1D-CNN and EDMIL on three
datasets. Taking the example of Figure 4.8 (c), although EDMIL achieves higher accuracy
(86.21% v.s. 55.17%) in this specific case, the DTW of EDMIL is higher (6.0 v.s. 1.0) than
1D-CNN. The results also show that there is temporal mismatch between individuals:
when the evaluation metric (i.e., DTW) is less sensitive to the time-shift, fully-supervised
methods have better performance. Since we run subject-independent validation, the
temporal relationship between input signals and emotions learned from other subjects
is different from the one used for testing. That causes shifts of predictions in the time do-



4.5. DISCUSSION 81

main, which makes the instance-level accuracies low but does not effect the sequence-
level prediction.

We also add the original signals to Figure 4.8. From Figure 4.8 we can see that the
arousal labels have a clear correlation between the EDA (Figure 4.8 (a), (c)), which is in
line with most of the studies of previous works [60]. The heart rate and skin temperature
correlate with both the valence and arousal changes [82, 83]. We also find that some of
the changes which are ignored by EDMIL but captured by the fully-supervised algorithm
are also shown in the physiological signals. For example, for Fig. 9 (a), there is a dura-
tion of high arousal predicted by the fully-supervised algorithm, which correlates to an
increase in heart rate. However, EDMIL predicts the emotion to be neutral during this
duration. The visual comparison between signals and predictions validate our conclu-
sion that fully-supervised algorithms can result in better recognition results for whole
videos instead of individual instances.

4.5.2. TOWARDS TEMPORALLY PRECISE EMOTION RECOGNITION: HOW FINE-
GRAINED CAN THE RECOGNITION BE?

The performance of EDMIL is influenced by the structure of the bag: the length of the in-
stance can affect the accuracy and the temporal resolution of recognition [3]. The shorter
instance length representing a higher number of instances for one video watching will
lead to a finer level of granularity in temporal resolution. However, a too-short instance
length can bring challenges for feature extraction because the information inside each
instance can be insufficient for accurate recognition [3, 15]. Thus, it is worthwhile to
find out what are the appropriate instance lengths for fine-grained emotion recognition
based on deep multiple instance learning. Thus, we conduct an experiment to test ED-
MIL with different instance lengths on CASE, MERCA, and CEAP-360VR, respectively.
The recognition accuracies of different instance lengths are shown in Figure 4.9.

As shown in Figure 4.9, the recognition accuracy decreases significantly if the in-
stance length is ≥ 5s. This result is coherent with the finding from Romeo et al. [15] that
a low number of longer instances may lose salient information related to the local phys-
iological response. The accuracy also decreases when the instance length is < 1s. Since
emotion states are classified based on the features from each instance, a short instance
length can entail insufficient information for accurate classification [3]. The instance
length of 2s achieves the best recognition accuracy for both valence and arousal. For all
the datasets, instance length from 1s to 2s can result in good recognition results (up to
60%). The result is in line with the research from Paul et al. [40] that the duration of emo-
tion typically ranges from 0.5s to 4s. The takeaway message from this experiment is that
an instance length between 1s to 2s is the appropriate length for fine-grained emotion
recognition using physiological signals and deep multiple instance learning.

4.5.3. DOES THE PERCENTAGE OF POST-STIMULI ANNOTATIONS AFFECT RECOG-
NITION ACCURACY?

The performance of EDMIL can also be influenced by the percentage of post-stimuli V-A
users annotated in each session. Traditional MIL methods require pre-set hypotheses
about whether the instances corresponding to the post-stimuli annotation densely or
sparsely consisted of the bag [32, 35]. For example, if a user annotates that he or she ex-
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Figure 4.9: The recognition accuracy by different instance lengths on CASE, MERCA and CEAP-360VR

perienced happiness after watching one video, traditional MIL methods can only obtain
accurate predictions if the user felt happy most of the time when watching the video.
In addition, if all (or most) of the instances are annotated the same as the post-stimuli
annotation, we can just do bag-level prediction and train all the instances using fully-
supervised learning. In that case, it is not needed to develop weakly-supervised learning
algorithms for identifying the instances which contribute to predicting the post-stimuli
annotation.

Figure 4.10: The percentage of the post-stimuli annotations in each session (one user watches one video) for
CASE, MERCA and CEAP-360VR



4.5. DISCUSSION 83

To circumvent this, we first check the percentage of instances which are annotated
the same as the post-stimuli annotations for the three datasets we use. For each dataset,
suppose there are S users who watch L videos. For each session, the user annotates
one post-stimuli V-A. Meanwhile, the user also annotates the fine-grained V-A for K in-
stances inside this session. The number of instances which the user annotated the same
as the post-stimuli annotations are N . The percentage of the post-stimuli annotation for
this session is p = N /K . Then for the S×L sessions we obtain P = [p1, p2, . . . , pS×L] of V-A
for the whole dataset. As shown in Figure 4.10, the mean and standard deviation of P
for three datasets are: CASE-valence: 58.0%(0.18), MERCA-valence: 53.5%(0.20), CEAP-
360VR-valence: 49.5%(0.27), CASE-arousal: 57.4%(0.18), MERCA-arousal: 50.2%(0.18),
CEAP-360VR-arousal: 46.5%(0.25). A Shapiro-Wilk tests shows that the percentages of
the post-stimuli annotations for all three datasets are not normally distributed (all p <
0.05 for three datasets). As we compare three unmatched groups, we perform a Kruskal-
Wallis [84] test. We find significant differences of the percentages of the post-stimuli
valence (χ2(2) = 10.97, p < 0.05) and arousal (χ2(2) = 35.29, p < 0.05) among the three
datasets. We then run post-hoc pairwise comparison tests using Mann-Whitney test [85]
with Bonferroni correction. The p-values and effect sizes for the pairwise comparison
are shown in Table 4.4. In the tests, we find pairwise significant differences (all p < 0.05)
of P for both valence and arousal between datasets. The results demonstrate that the
datasets contain sessions with different levels of time ambiguity (the percentage of the
post-stimuli annotations for different datasets are significantly different), which makes it
challenging for recognition algorithms to have a generalizable performance on all three
datasets.

Table 4.4: The post-hoc pairwise comparison tests using Mann-Whitney test on the percentages of the post-
stimuli valence and arousal

(a) valence

p-value
effect size

CASE MERCA CEAP-360VR

CASE 0.566 0.583
MERCA 0.026 0.553

CEAP-360VR 0.004 0.038

(b) arousal

p-value
effect size

CASE MERCA CEAP-360VR

CASE 0.611 0.650
MERCA <0.001 0.576

CEAP-360VR <0.001 0.003

To find out whether the percentage of post-stimuli annotation influences the recog-
nition accuracy, we calculate the average accuracy of V-A and the percentage of the post-
stimuli annotations for all the sessions in the three datasets. As shown in Figure 4.11,
EDMIL achieves up to 60% of the recognition accuracy if the post-stimuli annotation
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Figure 4.11: The relationship between the percentage of the post-stimuli annotations and recognition accuracy

accounts for more than 60% or less than 30% of one session. If the post-stimuli an-
notation accounts for 30% to 60% of one session, the accuracy is lower but still more
than 55%. Although the result shows up to 50% of accuracy for all the sessions, the per-
formance of EDMIL still decreases by around 10% when the post-stimuli annotation is
neither densely (more than 60%) nor sparsely (less than 30%) consisted of the bag. The
deep structure of EDMIL can automatically determine whether the post-stimuli anno-
tation densely or sparsely consisted of the bag. Thus, for these two conditions, EDMIL
can achieve relatively high accuracy. However, EDMIL recognizes the post-stimuli an-
notation for each instance based on the probability that the instance matches the post-
stimuli annotation. Similar to traditional MIL methods, when the post-stimuli anno-
tation neither densely nor sparsely consisted of the bag, the probabilities for instances
tend to be similar [86], which makes it difficult for the network to identify the corre-
sponding instances. The takeaway message of this experiment is that the percentage
of the post-stimuli annotations do have an influence on the recognition accuracy. ED-
MIL can achieve the highest recognition accuracy if users annotate their most salient
but short emotions (less than 30%), or their overall and longer (i.e., persisting) emotions
(more than 60%) after watching the video.

4.6. CONCLUSION AND LIMITATIONS

Fine-grained emotion recognition requires training the algorithm with fine-grained emo-
tion ground truth labels to build the mapping between segments of signals and corre-
sponding emotions. In this chapter, we propose EDMIL, a deep multiple instance learn-
ing based emotion recognition algorithm to classify fine-grained valence and arousal
trained with only post-stimuli emotion labels. The algorithm uses weakly-supervised
learning to model the temporal ambiguity of post-stimuli emotion labels and learn the
instance-label relationship according to the probability for each instance to predict the
post-stimuli label. The proposed algorithm achieves reasonable performance (more
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than 65% on high/neutral/low classification) for subject-independent testing on three
datasets collected in three different environments (i.e., desktop, mobile, and HMD-based
VR). EDMIL also outperforms the classic multiple instance learning methods which pre-
vious work [15] used for emotion recognition. Running tests on three different datasets,
we found that EDMIL achieves similar recognition accuracy in desktop, mobile and VR
environments, which indicates its good generalizable performance. Finally, our exper-
iments show that (1) weakly supervised learning can reduce overfitting caused by the
temporal mismatch between fine-grained annotations and input signals (RQ 2.1), (2)
instance segment lengths between 1-2s result in the highest recognition accuracies, (3)
EDMIL can achieve the highest recognition accuracy if users annotate their most salient
but short emotions, or their overall and longer-duration (i.e., persisting) emotions (RQ
2.3), and (4) feature extraction using an end-to-end structure can improve recognition
accuracy compared with manual feature extraction as well as unsupervised feature ex-
traction methods (RQ 2.2).

Given the challenges of predicting valence and arousal labels at a fine level of granu-
larity using only post-stimuli labels, there are naturally limitations to our work. Although
the weakly-supervised learning algorithm developed in this chapter can obtain accurate
recognition results with only few annotations, it still needs to collect large amounts of
data for training. In addition, the recognition system trained with post-stimuli emotion
labels can only identify the annotated (post-stimuli) emotion from the baseline emotion
(e.g., neutral) because only post-stimuli labels are used for training. The non-annotated
emotions are all categorized as part of the baseline. To overcome these limitations, in
Chapter 5 we explore few-shot learning algorithms which recognize emotions in a fine
level of granularity by using only few annotated samples as training data.
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5
PREDICTING EMOTIONS FROM FEW

SAMPLES: A FEW-SHOT LEARNING

APPROACH

This chapter explores fine-grained emotion recognition algorithms trained with only few
annotated samples. For this purpose, we propose an Emotion recognition algorithm based
on Deep Siamese Networks (EmoDSN). EmoDSN recognizes fine-grained valence and arousal
(V-A) labels by maximizing the distance metric between signal segments with different V-
A labels. The results from our experiments show that EmoDSN achieves promising results
for both one-dimension binary (high/low V-A, 1D-2C) and two-dimensional 5-class (four
quadrants of V- A space + neutral, 2D-5C) classification. We achieve an average accuracy
of 76.04%, 76.62% and 57.62% for 1D-2C valence, 1D-2C arousal, and 2D-5C, respectively,
by using only 5 shots (5 samples in each emotion category) of training data.

This chapter is published as Zhang T, El Ali A, Hanjalic A, Cesar P. Few-shot Learning for Fine-grained Emotion
Recognition using Physiological Signals. IEEE Transaction on Multimedia, April 2022
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5.1. INTRODUCTION
A growing number of emotion recognition algorithms were developed in recent years
[1–3] to model the temporal dynamics of emotion states of users. Previous works[1, 3–5]
on fine-grained emotion recognition rely on large amounts of training data with fine-
grained emotion labels. These labels are required to be collected in a fine level of gran-
ularity (normally the same or similar frequency as the input signal) to train the recogni-
tion algorithms [6]. To collect such fine-grained emotion labels, researchers either ask
users themselves to label their emotions in real-time while watching videos [7, 8] or in-
vite external annotators to label users’ emotions segment-by-segment (e.g., using videos
of users’ facial expressions [9]) after watching the videos [9, 10]. However, it is challeng-
ing to collect large amounts of annotated signals using any of the methods. Asking users
to momentarily self-report their emotions can incur more mental workload and result in
user fatigue for longer durations (e.g., a two-hour film). For external annotators, at least
three annotators are usually required to get a meaningful agreement between them (e.g.,
high Kappa score) [9, 11]. This requires extra labeling effort and is costly when annotat-
ing large amounts of signals. Thus, the experiments to collect large amounts of contin-
uously annotated signals are time-consuming (require additional annotation time from
users) and costly (hiring professional annotators is expensive).

The challenge of collecting large amounts of annotated signals has motivated re-
searchers to explore Few-Shot Learning (FSL) algorithms [12] for emotion recognition.
FSL algorithms are designed to converge on a small amount of training data and pro-
vide relatively accurate prediction results. However, current FSL algorithms are geared
towards discrete emotion recognition [13] using static data modalities such as images
[14]. Thus, it is challenging to directly apply the existing FSL algorithms for fine-grained
emotion recognition using physiological signals. First of all, there can be temporal mis-
match between physiological signals and the fine-grained self-reports (i.e., the delay of
annotation). Previous works [15–17] found that there are time delays between an emo-
tional event and its annotation. The time of the delay ranges from 2s to 4s according
to the experiments of Huang et al. [15]. Secondly, some fine-grained samples in the
training set can be labeled incorrectly [1]. The mislabeled samples can be the result of
a distraction of users when self-reporting their emotions momentarily or from a tempo-
rary failure of the system when collecting the labels. Both the reaction delay and mis-
labeled training samples can result in a mismatch between training samples and the
corresponding ground truth labels. Since we only use few annotated samples for train-
ing, the mismatch can cause mis-convergence and overfitting for the recognition model.
Previous works[15, 18] show that both the delay of annotation and mislabeled training
samples can lower the accuracy if we directly build the recognition model between input
signals and fine-grained emotion labels.

To overcome these challenges, this chapter proposes a few-shot learning algorithm
(EmoDSN) for fine-grained emotion recognition on small data using physiological sig-
nals. EmoDSN is designed based on Deep Siamese Network (DSN), which can rapidly
converge on a small amount of training data (typically < 10 samples per class (i.e., 10
shot) [19]). It can provide recognition results at fine level of granularity (every 2s) by
maximizing the distance metric between signal segments with different emotion labels.
To overcome the temporal mismatch between signals and emotion labels, we design an
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embedding network to automatically compensate for the delay of fine-grained emotion
labels. To avoid overfitting caused by mislabeled samples, we also develop the distance
fusion module which can merge the distance metrics learned from different training
samples. This work makes the following contributions for multimedia community:

• We propose an end-to-end few-shot learning algorithm which can predict V-A in fine-
level of granularity (2s) using physiological signals trained by a small amount (< 10
shot) of data. The algorithm can help researchers to understand the personalized ex-
perience of users watching videos by collecting only a small amount of data for train-
ing.

• We test our algorithm on three datasets (CASE [8], MERCA [7] and CEAP-360VR [17])
collected in three environments (desktop, mobile, and HMD-based Virtual Reality (VR)).
Recognition results show good performance for both personalized binary (1D-2C) and
5-class (2D-5C) classification on all three datasets. we get an averaged accuracy of
76.04%, 76.62% and 57.62% for 1D-2C valence, 1D-2C arousal and 2D-5C respectively
by using 5 shot of training data. Our algorithm enables finding an optimal trade-off be-
tween recognition accuracy and collecting small amounts of continuously annotated
physiological signals.

• We test state-of-the-art FSL algorithms [20–22] and compare their performance with
EmoDSN. Results show that the recognition accuracy of EmoDSN outperforms other
FSL algorithms. Our ablation study also shows that the embedding network (+11.86%)
and distance fusion module (+22.32%) we design can significantly improve the accu-
racy.

• We run experiments to identify training samples from which temporal moments of
video watching (e.g., begin, end and changing points [23]) can better represent the
distribution of emotion labels and result in better recognition results. We find that the
changing points of emotion annotation and the ending moments of video watching
are better temporal moments for training samples (result in higher recognition accu-
racy) when only few annotated samples are available.

5.2. RELATED WORK
In this section, we first review the previous works on emotion recognition on small data
and then narrow our scope to few-shot learning based emotion recognition.

5.2.1. EMOTION RECOGNITION ON SMALL DATA
Fine-grained emotion recognition requires algorithms to predict multiple emotion states
by relying on signals within one certain time interval. To train such recognition models,
previous works [1, 3–5] need large amounts of data which are annotated in fine-level
of granularity. Specifically, they usually require more than 90% of the annotated data
in the datasets (e.g., CASE [8], RECOLA [9], K-EmoCon[11], MERCA [1]) to train an ac-
curate recognition model. That means users themselves or external annotators have to
continuously annotate 3 to 9 hours (e.g., CASE: 9.5h, RECOLA: 3.4 hours, K-EmoCon:
5.3 hours, MERCA: 7.5 hours) to obtain an adequate amount of data for training. That
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requires large amounts of labeling effort for either external annotators or users them-
selves. Thus, it is challenging to collect large amounts of continuously annotated data
for fine-grained emotion recognition.

To overcome this challenge, previous works have applied two kinds of methods to
build recognition models with a small amount of training data. The first kind of method
[24–28] builds a generative model such as Generative Adversarial Network (GAN) to gen-
erate artificial signals which obey the distribution of specific emotion categories. Then
the recognition models are trained with the hybrid of synthetic and real signals. For
example, Chen [24] et al. design a GAN model to generate ECG samples with the cor-
responding emotion labels. Their experiments show that the augmented dataset help
to increase the accuracy by 5% compared with using only original data. Previous works
on other physiological signals (i.e., Electroencephalography (EEG) [25], Electrooculog-
raphy (EOG) [26], Blood Volume Pulse (BVP) [27], saccadic eye movement [28]) have also
demonstrated that the augmented signals can promote the recognition accuracy by pro-
viding more data to train the recognition model. However, to generate generalizable dis-
tributions for different emotion categories, the generative model itself also needs large
amounts of signals with continuous annotation [29].

The second kind of method designs machine learning methods which can be trained
by a small amount of ground truth labels. For example, Romeo et al. [30] implement four
weakly-supervised learning algorithms to estimate fine-grained emotion states from post-
stimuli emotion labels (i.e., the labels user annotate after each video watching). The
methods they develop can identify which fine-grained signal segments (i.e. instances)
can represent the post-stimuli valence and arousal. A Similar approach is used by Pei
et al. [31] to model the temporal dynamics of emotional states. In their work, a weakly-
supervised Bidirectional LSTM [32] is designed to predict fine-grained emotion labels
according to the probability for that instance to predict the corresponding coarse labels.
Although the weakly-supervised methods can predict fine-grained emotion labels with
less amount of annotation, they can only identify the annotated (e.g., post-stimuli) emo-
tion from the baseline emotion (e.g., neutral) and categorize all the remaining moments
as part of the baseline. Thus, they can only predict two emotion states (i.e., the anno-
tated emotion and neutral) in fine-level of granularity.

5.2.2. FEW-SHOT LEARNING BASED EMOTION RECOGNITION

Few-shot learning (FSL) is a kind of machine learning method which can learn a task
from few (typically < 10 samples per class [21, 22, 33]) annotated samples. Compared
with weakly-supervised learning methods, FSL algorithms build direct mappings be-
tween fine-grained emotion labels and input signals, which can provide prediction with
multiple emotion categories. FSL has been applied in previous works on emotion recog-
nition using a variety of data modalities such as images [14]. To learn the representation
of emotions using few annotated samples, researchers need to design different embed-
ding networks for different data modalities. For example, Zhan et al. [14] design an affec-
tive structural embedding framework to predict the emotions of images. Their embed-
ding network can learn an intermediate space which bridges the affective gap between
low-level and high-level visual semantics.

For physiological signals, Jiang et al. [13] develop an FSL algorithm to recognize the
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level of stress using ECG, EDA and respiratory (RESP) signals. Their method, which is
based on the Matching Network [20], achieves 80% accuracy trained by only 30% of the
signals (i.e., 31.5 mins) in WESAD dataset [34]. Patane et al. [19] propose a siamese net-
work based arousal recognition algorithm using ECG signals. Their algorithm obtains
+21.5% accuracy increase compared to state-of-the-art machine learning algorithms trained
with a subject-dependent model. Siamese network [35] is a kind of FSL algorithm which
learns the difference between samples with different labels. Compared with other FSL
algorithms (e.g., the Matching Network [20] used by Jiang et al.), Siamese network uses
the pair-by-pair learning structure (learn the difference between two samples in two cat-
egories) instead of using the one-to-many learning structure (learn the difference be-
tween one sample and samples in other categories). It has been widely used for emotion
recognition because of its simple and interpretable structure [36]. For example, Hayale
et al. [36] use the Deep Siamese Neural (DSN) network [37] to recognize 6 basic emotions
by facial expressions. For uni-dimensional signals, DSN is also used by Feng et al. [38]
to predict low/medium/high arousal using speech signals. They obtain 43.4% accuracy
trained with a subject-dependent model.

Although the previous works above provide useful insights on FSL or DSN based
emotion recognition, they only recognize the overall emotion of an event (e.g., one video
watching) instead of the fine-grained emotion responses. Our work aims to extend few-
shot learning algorithms for emotion recognition with fine-level of granularity.

5.3. DSN BASED EMOTION RECOGNITION

In this section, we propose an Emotion recognition algorithm based on Deep Siamese
Network (EmoDSN) to discriminate fine-grained physiological signal segments (i.e., sam-
ples) with different emotion labels. EmoDSN learns the difference between samples in-
stead of building the precise mapping between samples and emotion labels. Thus it can
converge with only few annotated samples as training data. In the training stage, n sam-
ples are used for training. The influences of different temporal moments of training sam-
ples are discussed in section 5.5.2. EmoDSN contains four parts: (1) Pre-processing: the
obtained physiological signals are firstly pre-processed using different filters to remove
the noise and artifacts in signals. (2) Embedding Network: the pre-processed signals are
then fed into an embedding network to learn embeddings representing the difference
of samples between emotion labels. (3) Siamese Learning: the embeddings are learned
based on the siamese structure. The output of siamese learning is a distance metric
which can represent the probability that the two input samples belong to the same emo-
tion label. After the network is learned, the embedding for each training sample will also
be generated. In the prediction stage, the pairwise distance metrics between testing and
training samples are fused by the (4) Distance Fusion module to obtain the probability
of the testing samples corresponding to different emotion labels. The testing samples are
predicted as the emotion label with the highest probability. Below we provide a detailed
description of EmoDSN.
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5.3.1. PRE-PROCESSING
The physiological signals are first pre-processed by different filters to remove the noises
and artifacts. We follow the pre-processing procedures which are widely used in previous
works [39]. For EDA signals, a low pass filter with a 2Hz cutoff frequency is used to re-
move noise [40]. For the BVP signals, a 4th-order butterworth bandpass filter with cutoff
frequencies [30, 200] Hz is implemented to eliminate the bursts [41]. For TEMP signals,
we use an elliptic band-pass filter with cutoff frequencies [0.005, 0.1] [42]. To decrease
measurement bias in different sessions (i.e., each subject under each video stimulus), all
signals for each session are normalized to [0,1] using Min-Max scaling normalization.

5.3.2. EMBEDDING NETWORK
The purpose of the embedding network is to automatically extract features and learn la-
tent vectors of samples to represent the difference of samples between emotion labels.
Previous works [1, 43] on embedding networks for physiological signals usually use the
fine-grained segments of signals (i.e., samples) as the input. However, samples can be
misaligned with the fine-grained emotion labels due to the reaction delay of continu-
ous self-reporting. When continuously annotating emotions towards videos, users first
process the stimuli using their senses (at ts ) and then react to these changes (at ts + td )
which leads to a reaction delay (td ). Thus, the sample at ts actually corresponds with
emotion label at ts + td . To address the problem of reaction delay, we use sliding win-
dows to propose multiple signal segments (sub-instance) with different delays. Then,
the embeddings of these sub-instances are learned using a weakly-supervised multiple
instance learning network. Below, we describe the implementation details of each mod-
ule in the embedding network.

SUB-INSTANCE PROPOSAL

Suppose S = {sn}N
n=1, sn ∈ RL×C is a set of physiological signals with the number of chan-

nels C and the segmentation length L. For each sample sn , there is a corresponding
emotion label lm . To generate embeddings which consider the delay of reaction, we
reconstruct sn with multiple sub-instances s′n = [sn1, sn2 . . . snK ]T , where snk is a sub-
instance (i.e., each row of sample s′n) with the delay of tk . We use sliding windows with
the window length L and stride k to generate the sub-instances. After that, the input of
the algorithm become S′ = {s′n}N

n=1, s′n ∈ RK×L×C , where K is the number of sub-instances
for each s′n .

SUB-INSTANCE LEVEL FEATURE EXTRACTION

The features are extracted from each sub-instance snk independently, which means the
feature extraction layers will not influence the independence between each sub-instance
(no features are extracted from multiple sub-instances). The independent feature ex-
traction guarantees that each sub-instance has a unique instance gain after the embed-
ding network. The instance gains can help us understand the duration of delay with
which the network can best discriminate signal segments with different emotion labels.

The features for each sub-instance are extracted using a 3-layer (kernel: L/2+ 1−
L/4+1−L/8+1, channels: 4-8-16) 1D-CNN [44]. We use a shallow structure (three lay-
ers) instead of deep to avoid overfitting since each sub-instance does not contain much
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information. We use large (i.e., equal to half of the sub-instance length) convolutional
kernels in the shallow layer of the network. Large convolutional kernels have a large
receptive field across different sampling points in one sub-instance thus can result in
better recognition accuracy [45]. However, the local information can also be omitted by
large kernels and result in the difficulty for the network to converge [46]. Thus, we follow
a classical strategy that gradually increases the number of kernels and decreases the size
of them when the network goes deeper [47]. After sub-instance feature extraction, the
S′ = {s′n}N

n=1 is mapped to the feature vectors F = { fn}N
n=1, fn ∈ RK×L×E , where E = 16 is

the dimension of feature vectors.

MULTIPLE INSTANCE LEARNING

The purpose of multiple instance learning module is to 1) merge the features learned
in sub-instances to generate embeddings and 2) assign each sub-instance a instance
gain representing the weights of sub-instances for discriminating samples with different
emotion labels. The instance gains for all the sub-instances construct the embeddings
for the sample. Here we use a weakly-supervised multiple instance learning architec-
ture which is shown in Fig 5.2. Multiple instance learning can map the feature vectors
of sub-instances to the probability for that sub-instance to a specific task (in our case,
discriminating between emotion labels). Thus, it can promote the interpretability of
our algorithm by helping us understand with how much delay (sub-instances with high
probability) the signal segment can better predict emotions.
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Figure 5.2: The diagram for multiple instance learning module

The feature vectors obtained from the previous module are first input into a feature
level fusion module using uni-dimension convolution. The convolution is conducted
on the dimension of E to merge the features from different signal channels. After that,
the merged features are activated by a Rectified Linear Unit (ReLU) function. Another
uni-dimension convolution is implemented on the dimension of L to fuse features for
different sampling points inside each sub-instance. At last, we activate the results from
previous modules with a softmax function. The purpose of the softmax activation is
to (a) normalize the instance gains in the range from 0 to 1 and (b) make the network
easier to calculate the gradient for back-propagation. After the multiple instance learn-
ing module, the feature vector fi = { fnk }K

k=1, fnk ∈ RL×E is mapped into instance gain

gn = {gnk }K
k=1, gn ∈ R1. At last, the embedding of one sample h = [g1, g2, . . . , gK ], where K

is the number of sub-instances for one sample.
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5.3.3. SIAMESE LEARNING
The purpose of using the siamese learning network is to learn a distance metric which
can discriminate samples with different emotion labels. Specifically, for sample si and
s j , which are two signal segments for ti and t j , the siamese learning network learns a
distance metric D with the target of D = 0 if they are with the same emotion label and
D = 1 if they are with the different emotion labels. To train the network, we first construct
two embedding networks with shared weights. The two embeddings hi and h j generated
from the network are trained by contrastive Loss:

Lcontr ast = (1−Y)
1

2
(Dw)2 +Y

1

2
max(0,1−Dw)2 (5.1)

where Y equals 0 or 1 for si and s j have the same or different emotion labels respec-
tively. Dw is the euclidean distance for hi and h j . We also tested the cosine distance
metric which is also widely used for other siamese networks. However, our network can-
not converge using cosine metric. The contractive loss encourages the network to learn
embeddings to place samples with the same labels close to each other while distancing
the samples with different emotion labels in the embedding space. The siamese learning
network is trained with the RMSprop [48] optimizer because it can automatically adjust
the learning rate for faster convergence.

5.3.4. DISTANCE FUSION
In the prediction stage, when a new sample st at time t comes, we can obtain the pair-
wise distance metric D = {Dn}N

n=1 by calculating euclidean distance between st and all
training samples {sn}N

n=1 using their embeddings. The distance metric D can also be used
to represent the probability of st ∈ lm if the emotion label of snm is available:

P (st ∈ lm |snm ∈ lm) = 1−D (5.2)

where P (st ∈ lm |snm ∈ lm) represents the probability that st corresponds to the emo-
tion label lm under the condition of snm ∈ lm . Previous works [14, 20, 22] on few-shot
learning simply average D with the same emotion labels and predict st as the emotion
label with the closest distance (or greatest possibility). However, the hypothesis of aver-
aging the distances is that the labels for all training samples are correct:

P (st ∈ lm) =
M∑

m=1
P (st ∈ lm |snm ∈ lm) ·P (snm ∈ lm) (5.3)

From equation 5.3 we can conclude that if all P (snm ∈ lm) = 1, 1−P (st ∈ lm) equals to
the average of D . However, the fine-grained self-reports, which are used as the labels for
training, can be mismatched with the physiological signals. Thus, some samples in the
training set can be labeled incorrectly. This problem is not that severe when we use large
amounts of samples for training. However, when we only use few annotated samples,
one or multiple mislabeled samples can significantly lower the model accuracy.

To solve this problem, we propose the Distance Fusion module based on Bayesian
Fusion to estimate P (smn ∈ lm). Suppose there are N training samples which are anno-
tated as M emotion labels, N = {Nm}M

m=1 are the numbers of training samples with M
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emotion labels, respectively. Nm is the number of training samples labeled as lm . smn

represents training sample n annotated as emotion label lm . The probability of smn ∈ lm

can be estimated by:

P (smn ∈ lm) = 1− 1
2 [ 1

Nm

∑Nm
k=1 Dmk − 1

M−1

∑M ,i ̸=m
i=1 ( 1

Ni

∑Ni
j=1 Di j )] (5.4)

where Di j represent the distance between training sample si and s j . The first and
second Σ terms of equation 5.4 represent the probability of smn similar to the training
samples with the same and different emotion labels of smn respectively. If smn is similar
to the samples with the same label and dissimilar with the samples with different labels,
the probability of smn ∈ lm is high.

After we obtain all P (smn ∈ lm) for Nm samples labeled as lm , we can calculate P (st ∈
lm) by equation 5.3. At last, we predict st corresponds to the emotion label with the
highest probability:

lt = argmax
m

(P (st ∈ lm)) (5.5)

where lt is the predicted emotion label for the st .

5.4. EXPERIMENTS AND RESULTS

5.4.1. IMPLEMENTATION DETAILS
To implement a fair evaluation among the three datasets, we process the physiological
signals to be as similar as possible before inputting them to EmoDSN. Since the three
datasets have different sampling rates, we interpolate the signals in MERCA and CEAP-
360VR to 50Hz using linear interpretation [49]. We choose linear interpolation because
it is the simplest interpolation method which will not change the distribution of the sig-
nals. For the CASE dataset, the signals are down-sampled to 50Hz by decimation down-
sampling [50]. The HRs signals of CASE are extracted from ECG signals using heartpy
library [51]. We use the mean V-A value of 2-second [1] as the labels for training and test-
ing the algorithm. The window length L and stride k for the sub-instance proposal are
2s and 0.5s respectively according to previous research [1, 30]. For each timestamp t , we
move the sliding window 12 times to cover the annotation delay for maximum 10s. The
amount of time of annotation delay is discussed in section 5.5.1.

We evaluate EmoDSN by two tasks: the one-dimensional two-class (1D-2C) classifi-
cation [52] and the two-dimensional 5-class (2D-5C) classification [53], which are widely
used as the tasks for evaluating emotion recognition algorithms using physiological sig-
nals. We follow the standard labeling schemes from previous works [52, 53] to map con-
tinuous values of V-A to discretized emotion categories. The graphical illustration of this
operation is listed in Fig 5.3.

For the training procedure, we train user-specific models for all the users in three
datasets. We follow the standard procedure of testing few-shot learning algorithms with
continuous signals [33]. We randomly sample N (i.e., shot) sampling points in each emo-
tion category as training samples from one user and use the rest of the samples for test-
ing. The results reported in this section are the average results for all users. We also tried
to train user-independent models which use only few annotated samples from one user
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Figure 5.3: Graphical illustration of discretized emotion categories

and test the model on other users. However, due to the high inter-subject variability that
affects the physiological signals, building user-independent emotion recognition model
is still challenging even using large amounts of annotated data [30, 54]. In this study, we
use only few annotated data for training. User-independent models did not achieve sat-
isfactory performance (accuracy not above chance level) for all three datasets and thus
the result was not reported in this study.

5.4.2. CLASSIFICATION RESULTS

We use accuracy (acc) and macro-F1 score (m-f1) to evaluate the performance of our
algorithm. The accuracy represents the percentage of correct predictions. The macro-
F1 score is the mean of precision and recall for each label. We use macro-F1 score instead
of weighted and binary F1-score to take into account label imbalance. Compared with
accuracy, the macro-F1 score can provide more objective evaluation results by taking
into account how the data are distributed.

Table 5.1: The performance of EmoDSN trained with 5-shot

5-shot
CASE MERCA CEAP-360VR

acc m-f1 acc m-f1 acc m-f1
1D-2C-valence 77.30% 0.722 78.95% 0.765 71.86% 0.695
1D-2C-arousal 77.72% 0.709 77.18% 0.764 74.95% 0.729

2D-5C 58.77% 0.482 56.08% 0.508 56.93% 0.512

The performance of EmoDSN trained with 5-shot is shown in Table 5.1. EmoDSN can
obtain up to 70% for 1D-2C and 56% for 2D-5C, which are much higher than chance level
(shown in Fig. 5.6). The results are obtained by training with only 5-shot (10 seconds
of sampling points for each emotion category). That demonstrates that EmoDSN can
converge and obtain accurate fine-grained emotion recognition with only few annotated
samples.
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Figure 5.4: The confusion matrices for 2D-5C trained by 5-shot

Figure 5.5: The training losses (5-shot, 2D-5C) of EmoDSN on CASE (left), MERCA (middle) and CEAP-360VR
(right), each curve represents the training loss for the user-specific model trained on one user

5.4.3. RESULTS FOR DIFFERENT EMOTION CATEGORIES
The confusion matrices for 2D-5C are shown in Fig 5.4. We only show the confusion ma-
trices for 2D-5C because it contains classification results for more emotion categories.
From the confusion matrices we can see that EmoDSN performs well on discriminating
the neutral and non-neutral samples. Almost all neutral samples are predicted as neu-
tral for the three datasets. EmoDSN also performs well on discriminating samples with
high valence. An averaged acc of 78.6% is obtained by EmoDSN when discriminating
high/low arousal under the condition of high valence. However, the performance on
discriminating samples with low valence is not as good as high valence. More than 20%
of the LVHA samples are categorized as LVLA on average of the three datasets.

Figure 5.6: Percentage of samples in different emotion classes
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The reason is the class imbalance for different emotion categories. As shown in Fig
5.6 (a), for 2D-5C, the neutral class has more than 30% of samples for all three datasets.
The most imbalanced dataset is CASE, which contains more than 50% of samples with
neutral labels. We also find the LVLA and LVHA classes have comparatively fewer sam-
ples (16.48%, 31.04% and 29.37% for CASE, MERCA and CEAP-360VR respectively). That
is why discriminating different levels of arousal is more challenging under the condition
of low valence. However, for 1D-2C, the high/low V-A classes are balanced. We do not
find any classes with less than 40% of all samples. Thus, the performance for 1D-2C is
comparatively balanced: the m-F1 score is 3.6% lower than the acc on average of the
three datasets. For 2D-5C, the m-F1 is 7.4% lower than the acc on average of the three
datasets.

However, even taking the class imbalance into consideration, the acc obtained by
EmoDSN is still higher than the chance level. For CASE, MERCA and CEAP-360VR re-
spectively, the accuracies are 19.07%, 24.67% and 17.75% higher than the percentage of
samples in the class with the most samples (i.e., the chance level). The results show that
although EmoDSN provides relatively imbalanced precision and recall for different V-A
categories, it does not overfit into one specific V-A category and can still provide accurate
predictions.

5.4.4. RESULTS FOR DIFFERENT DATASETS AND SUBJECTS

For the comparison between different datasets, our method performs best on CASE dataset
(up to 76% and 58% acc for 1D-2C and 2D-5C respectively). The acc of 1D-2C on MERCA
is similar to CASE but the 2D-5C acc on MERCA is 2.69% lower. Both the accuracies
for 1D-2C and 2D-5C on CEAP-360VR are lower than the accuracies on CASE for 3.35%
on average. We speculate that the different accuracies of EmoDSN on three datasets is
a result of the different experimental environments. The data collection experiment of
CASE was conducted in an indoor laboratory environment, which contains less interfer-
ence and noise (e.g., environment noise, user movement, sensor detachment). Thus, the
signals from CASE contain less noise and artifacts caused by both the users themselves
and the outside environment. The results indicate that the mobile (MERCA) and VR en-
vironments (CEAP-360VR) are more challenging for fine-grained emotion recognition
compared with a laboratory-based desktop (CASE) environment. However, the maxi-
mum difference in acc between the three datasets is less than 7%, which shows that our
algorithm does not overfit on one specific dataset. The test results on different datasets
show good generalizability of EmoDSN among different environments (desktop, mobile
and VR).

Figure 5.7: The recognition acc for individual subject of CASE, MERCA and CEAP-360VR
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For the comparison between different subjects, Fig 5.7 shows the acc for each in-
dividual subject of three datasets. From Fig 5.7 we can find variability of acc between
different individuals: the average SD for 1D-2C valence, arousal and 2D-5C are 10.43%,
11.31% and 6.11% respectively. Our model achieves up to the chance level (the percent-
age of samples in the class with the most samples) accuracies for 86.05%, 85.57% and
82.37% of the subjects for 1D-2C valence, 1D-2C arousal and 2D-5C respectively. For
the subjects which our algorithm does not achieve above the chance level accuracies,
we find the annotations of their data are highly imbalanced (i.e., subject annotates a
high percentage of neutral emotion). For example, subject 6 in the CEAP-360VR dataset
annotated 72.35% of his or her emotion as neutral when watching videos. The aver-
age percentage of neutral annotations for these subjects is 28.41% higher than the sub-
jects whose accuracies are above the chance level. Although recognition accuracies from
some of the subjects are low because of class imbalance, our model still achieves above
the chance level acc for more than 80% of the subjects. The balanced performance on
different subjects shows good generalizability of EmoDSN among different subjects.

5.4.5. VISUALIZATION OF THE EMBEDDINGS

Figure 5.8: The visualization of embedded features using t-SNE. Red and blue points denote the train and test
samples, respectively. Best viewed in color.

To visualize the joint sample distribution of the training/testing set, we use T-distributed
stochastic neighbor embedding (t-SNE) to reduce the dimension of the embeddings to
2D. It is widely used by previous works [55, 56] of few-shot learning approaches for vi-
sualizing the training/testing set. From Fig 7 we can see that the embedding trained by
EmoDSN constructs the compact clusters of the training features close to the testing fea-
tures (average purity score = 0.685, 0.657 and 0.614 for CASE, MERCA and CEAP-360VR
respectively). The close temporal position between training/testing samples indicates
that the learned embeddings can represent the joint distributions between few-shot
training samples and the remaining test samples for emotion classification. Previous
works [55, 57] show that the closer the training/testing sets are, the easier the classifica-
tion network can complete the learning task. Our visualization results demonstrate the
effectiveness of the embedding network we designed for the Deep Siamese Network.

5.4.6. COMPARISON WITH BASELINE METHODS

IMPLEMENTATION DETAILS

To compare the performance of EmoDSN with state-of-the-art emotion recognition meth-
ods, we choose two kinds of baselines: classic FSL networks (i.e., Matching network
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(MN) [20], Prototype network (PN) [21], Deep Siamese Network (DSN) [37], Relation Net-
work(RN) [22] and Model Agnostic Meta Learning (MAML) [33]) and networks designed
for physiological-signal-based emotion recognition (HetEmotionNet (HetNet) [58] and
SFENet [59]). We choose the five FLS baselines because they are widely used by previ-
ous works for emotion recognition using similar data modalities (i.e., uni-dimensional
data modalities such as speech [38] and physiological signals [13]). To implement a
fair comparison, we fine-tune the structure of these methods to make them have the
same embedding network we designed in section 5.3.2. Thus, the difference between
each method is only the learning structure instead of the embedding network for feature
extraction. We also use the same optimizer and learning rate (lr = 0.001) as EmoDSN
to train all four few-shot learning algorithms. For HetNet, we construct the spatial-
temporal and spatial-spectral graph (by DE features) and train them using the same
graph recurrent neural network. Since the folding approach used by SFENet is based
on the spatial distribution of EEG electrodes, we cannot use it for other physiological
signals. Thus, we only use the 3D-CNN and ensemble learning designed in SFENet for
comparison. We train the above algorithms with one, five and ten shot to compare their
performance trained by different amounts of annotated samples. To test the stability of
each algorithm, we run all the experiments 5 times [60, 61] and report the mean and SD
of the accuracies.

ACCURACY COMPARISON

Table 5.2 shows the results of the comparison. We observe that the gradient cannot de-
scent (losses remain constant) when training the MN, PN and RN with 1-shot and 5-shot
for 2D-5C. As shown in Fig 5.5, this problem does not occur when we use DSN: the losses
descend rapidly after a few epochs (<10) for all personalized models in three datasets.
The performance of MAML is better (acc is 8.89% and 6.94% higher for 1D-2C and 2D-
5C respectively) than other FSL methods. However, the acc increase for MAML is not as
significant as other FSL methods: when the number of training samples increases from
1-shot to 5-shot, the acc increase 3.04% and 6.94% on average for 1D-2C and 2D-5C re-
spectively. The other FSL methods however, increases 9.22% and 10.76% for 1D-2C and
2D-5C respectively.

For the two fully supervised learning methods, we find a similar problem with MN,
PN, and RN that for 2D-5C, the gradient cannot descent (losses remain constant) for 1-
shot and 5-shot. Their average acc for 10-shot is also 5.89% lower than DSN. We also
find the problem of overfitting for them when trained with 10-shot: the training acc in-
creases rapidly over 90% after 5 epochs but the testing acc does not increase. The re-
sults demonstrate that the fully-supervised learning methods cannot achieve good per-
formance when only a limited amount of data are used for training.

In general, the performance of EmoDSN is better than both the state-of-the-art FSL
algorithms and fully-supervised algorithms. To compare the performance difference
between EmoDSN and baseline methods, we follow the previous work of Kumar et al.
[62] which use Z-test and Chi-square test to compare the classification accuracies. For
both the Z-test and Chi-square test, we found significant differences (all p<0.01) between
EmoDSN and MN (Z = 14.21,χ2 = 5.48), PN (Z = 14.14,χ2 = 6.59), RN (Z = 21.04,χ2 =
8.98), DSN (Z = 14.49,χ2 = 2.99), MAML (Z = 12.36,χ2 = 2.17), HetNet (Z = 11.69,χ2 =
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3.06) and SFENet (Z = 23.74,χ2 = 5.86). The statistical analysis shows a significant dif-
ference between the performance of EmoDSN and other baseline methods.

STABILITY COMPARISON

The stability of 5 FSL methods (i.e., MN, RN, PN, DSN, MAML) is lower than the two su-
pervised learning algorithms (i.e., HetNet and SFENet): the SD for the 5 experiments is
7.81% higher. When the number of training samples increases to 10-shot, the SD dif-
ference between FSL and fully-supervised learning methods also increases accordingly
(on average 10.75% for 10-shot). FSL algorithms learn the difference (MN, RN, PN, DSN)
or train a meta learner (MAML) between training samples instead of learning the exact
mapping between samples and labels. Thus, their performance depends on the qual-
ity of training samples, which leads to instability if we consider all training samples to
be correctly labeled [63]. The fully-supervised learning methods however, optimize the
classifier among all training samples. Thus, they converge on a worse (i.e., low acc) but
comparatively stable model if only few samples are used for training. The results are in
line with our conclusion in ablation study that we cannot get stable and accurate recog-
nition results if we assume all P (snm ∈ lm) are to be 1.

5.4.7. ABLATION STUDY

IMPLEMENTATION DETAILS

We conduct an ablation study to verify the effectiveness of each component in EmoDSN.
We begin with only using the Vanilla Siamese (VS) structure to train the network. The VS
structure directly uses the raw signal segments without passing them through the em-
bedding network. Then we test the performance of combining the VS with the Embed-
ding Network (EN) described in section 5.3.2. For the two above experiments, instead
of using Distance Fusion (DF), we follow the traditional strategy of few-shot learning al-
gorithms: average the distances with the same emotion labels and predict the samples
as the emotion label with the closest distance. Finally, we replace the simple averaging
with the DF described in section 5.3.4 for the complete EmoDSN. To test the stability of
EmoDSN, we also repeat the experiments 5 times [60, 61] and report the mean and SD of
acc.

ACCURACY COMPARISON

From the results (shown in Table 5.3) we can see both EN and DF contribute to the clas-
sification tasks. The EN benefits the classification tasks by extracting deep features and
taking reaction delay into consideration. Thus, the accuracies increase 11.85% on av-
erage after combining EN to VS. We also observe a significant increase of accuracies
(more than 20% for 1D-2C and 10% for 2D-5C) after adding the distance fusion mod-
ule. This finding demonstrates that simply averaging the distances from different shot
is not suitable for fine-grained emotion recognition using physiological signals. It ne-
cessitates considering the probability that some mislabelled training samples can sig-
nificantly lower the model accuracy. In conclusion, the observations above demonstrate
the effectiveness of the components in the proposed algorithm.
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Table 5.3: Ablation study (acc (sd)) for Vanilla Siamese (VS), Embedding Network (EN) and Distance Fusion
(DF)

Dataset VS VS+EN
EmoDSN

VS+EN+DF

1D-2C
valence

CASE .412(.119) .480(.101) .773(.021)
MERCA .337(.134) .558(.106) .789(.033)

CEAP-360VR .413(.145) .510(.093) .718(.043)

1D-2C
arousal

CASE .354(.135) .501(.092) .777(.044)
MERCA .365(.131) .437(.089) .772(.033)

CEAP-360VR .320(.147) .440(.097) .749(.035)

2D-5C
CASE .314(.162) .406(.097) .587(.045)

MERCA .293(.159) .443(.104) .561(.034)
CEAP-360VR .322(.162) .423(.080) .569(.029)

STABILITY COMPARISON

For the comparison of SD, we find both VS and VS-EN have relatively unstable perfor-
mance: the average SD is 14.39% and 9.58% for VS and VS-ED respectively. Adding DF
however, can improve the stability of the network by decreasing the SD to 1.6%. When
randomly selecting only few training samples, some samples with low-confidence an-
notation will affect the performance of the network. If all P (snm ∈ lm) are assumed to
be 1, the network is unstable because the performance is related to the quality of labels
selected for training. However, DF modules can decrease the instability by assigning less
confident samples lower weights for classification. The results demonstrate the neces-
sity and effectiveness of adding DF into EmoDSN.

5.4.8. EFFECTIVENESS OF DF MODULE
To further clarify the effectiveness of the distance fusion (DF) module for the wrong la-
bels, we use it to identify potentially wrong labels and correct them when classifying
emotions. Specifically, we first calculate the P (snm ∈ lm) for all training samples using
equation 5.4. P (snm ∈ lm) represents the probability of training sample snm corresponds
to the emotion label lm . If the probability is lower than 0.5, we assume the sample is mis-
labeled and correct it. Here we only run the experiments for 1D-2C because we cannot
estimate the correct label of snm for multi-class classification if P (snm ∈ lm) is low. For
multi-class classification, if we know P (snm ∈ lm) <0.5: we do not know which i can sat-
isfy P (snm ∈ li ,i ̸=m). However, for binary classification, since P (snm ∈ lm)+P (snm ∈ li ,i ̸=m)
= 1, if P (snm ∈ lm)<0.5 we can easily know P (snm ∈ li ,i ̸=m)>0.5. Thus, the mislabeled
samples are corrected as the label opposite to its original annotation. Then we average
the distance (D) with the same emotion labels after the label correction and predict the
testing sample as the emotion label with the greatest possibility. Then we compare the
recognition accuracies among the network a) without the Correction of Labels (no-CL),
b) with the Correction of Labels (CL) and c) with the DF module. To ensure the stability
of the experiment, we run the experiment 5 times [60, 61] and report the average acc and
the SD of 5 experiments.

As shown in Fig 5.9, after the correction of labels, the accuracies increase 19.12% on



5.4. EXPERIMENTS AND RESULTS 111

Figure 5.9: Recognition accuracies among the network a) without the Correction of Labels (no-CL), b) with the
Correction of Labels (CL) and c) with the DF module.

average of three datasets. Since both no-CL and CL use the simple averaging distance
learned by the DSN, the detection of mislabeled samples can promote the classification
performance of EmoDSN. However, we also find that using DF can result in an average
acc increase of 8.43% compared with using CL. In addition, the performance of DF is
more stable than CL: the average SD of DF is 5.26% lower than CL. The difference be-
tween the network with DF and CL is that DF uses a soft weighted average of D to esti-
mate the emotion label. CL uses an arithmetic average of D after correcting the labels
of the samples whose P (snm ∈ lm) < 0.5. Thus, for few-shot learning based fine-grained
emotion recognition, assigning low weights for an inexactly labeled sample can result in
better and more stable performance compared with simply correcting it according to the
intra data distribution of training samples (i.e., whether the distribution of this sample
is coherent with others).

5.4.9. RUNNING TIME AND EFFICIENCY

The average training time for different methods are shown in TABLE 5.4. Our model is
implemented using Keras and Tensorflow. All our experiments are performed on a desk-
top with NVIDIA RTX 2080Ti GPU with 16 GB RAM. The one-to-many learning structure
is used by MN, PN, RN and MAML. Thus, the number of training samples for them is
n(n −1) ·k2, where n and k are the numbers of shots and classes of the learning task re-
spectively. Our method uses the pair-by-pair learning structure. The number of training
samples is Σn·k−1

i=1 (n ·k − i ). For the fully-supervised learning methods, training samples
are directly input into the network without combining them into different pairs. Thus,
the number of training samples for them is n ·k.

Although the fully-supervised methods have a more complex structure, the number
of samples for training is less than FSL methods. Thus, their training time is shorter than
FSL methods. However, they do not achieve up-to-chance level acc because their learn-
ing structures are not designed for converging on a small amount of training samples.
For the FSL methods, the pair-by-pair learning structure used by our method results
in fewer training samples compared with other FSL methods using one-to-many struc-
tures. Thus, our method requires less training time: EmoDSN requires only 54.83% of the
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Table 5.4: Average training time for different methods

5-shot-2C 5-shot-5C 10-shot-2C 10-shot-5C

MN [20] 125.23 (s) 652.65 (s) 432.25 (s) 3025.65 (s)
PN [21] 118.16 (s) 752.45 (s) 354.72 (s) 2546.36 (s)
RN [22] 156.24 (s) 819.65 (s) 495.25 (s) 3432.24 (s)

MAML [33] 245.24 (s) 792.68 (s) 419.88 (s) 2653.24 (s)
HetNet [58] 126.54 (s) 252.32 (s) 198.27 (s) 1025.56 (s)
SFENet [59] 87.26 (s) 256.78 (s) 175.36 (s) 986.71 (s)

EmoDSN 76.53 (s) 419.25 (s) 269.54 (s) 1543.25 (s)

average training time of other FSL methods. The result demonstrates the good efficiency
of EmoDSN compared with baselines using both fully-supervised and FSL methods.

Although the result of 10-shot is better, it requires much more training time com-
pared with 5-shot. As shown in TABLE 5.4, training the model using 10-shot takes almost
4 times as long as training the model using 5-shot. The testing acc and m-F1 score how-
ever, only increases 0.15% and 0.20% on average for the three datasets. Increasing the
training samples from 1-shot to 5-shot however, result in the increase of acc and m-F1
for 11.58% and 9.32% respectively. Thus, using 5-shot makes a trade-off between training
time and model accuracies.

5.5. DISCUSSION

5.5.1. REACTION DELAY OF CONTINUOUS ANNOTATION

According to the research of Metallinou et al. [64], there are time delays (e.g., due to
gender, age, distraction levels) between the occurrence of an emotional event and its an-
notation considering that continuous annotations are performed in real-time. If we use
misaligned annotation as labels to train the network, it will overfit or not converge. Most
of the previous works [15–17] use visual features from video stimuli to align the annota-
tion. In these approaches (also known as explicit compensation [65]), the delay compen-
sation and the emotion prediction are performed separately. However, these approaches
assume that the reaction delay is fixed for different users watching the same video stim-
uli. This assumption is untenable as the reaction time is both stimulus dependent and
individual dependent [65].

The last layer of EmoDSN can identify which sub-instances (signal segments with
different time of delay) can better predict the fine-grained emotion labels. Once the net-
work is trained, we can observe the instance gains in the last layer to find out with how
much delay the network can perform the best. Our approach belongs to the implicit
compensation [65], which compensates for delays while modeling the relationship be-
tween input signals and emotion labels. The uniqueness of our approach is that we do
not have to manually adjust the parameters (e.g., the width of analysis window for LSTM
[18] or the receptive field for CNN [66]) in the network for compensating different delays
for different individuals.

To obtain the range of reaction delay, we first run the 1D-2C task and get the delays
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of the sub-instances with maximum instance gain (i.e., have the highest probability to
predict emotion labels). We follow the procedure of previous works [15, 17] that estimate
the delay of each dimension (valence and arousal) separately. Fig 5.10 shows the box plot
of reaction delays estimate by EmoDSN for three datasets.

Figure 5.10: The reaction delays for valence and arousal respectively

The mean and standard deviation of delays are: CASE = 2.59(1.47), MERCA = 2.50(1.43),
CEAP-360VR = 2.89(1.03) and CASE = 4.05(1.45), MERCA = 4.21(1.42), CEAP-360VR =
4.38(1.27) for valence and arousal respectively. The mean delay for arousal is higher than
the delay for valence for all the three datasets. A Shapiro-Wilk test shows that the delays
for both valence and arousal in three datasets are all normally distributed (all p > 0.05 for
three datasets). For the comparison between different scenarios (desktop, mobile and
VR for CASE, MERCA and CEAP-360VR respectively), we perform a ANOVA. Here we do
not find a significant effect of scenarios on both valence (F (2,80) = 0.795, p = 0.455,η2

p =
0.019 and arousal (F (2,80) = 0.416, p = 0.661,η2

p = 0.010. However, through Welch’s t
tests, we do find there is significant difference between the delay of valence and arousal
for CASE (t(58)=2.869, p < 0.01, Cohen’s d = 0.944), MERCA (t(40)=3.804, p < 0.01, Cohen’s
d = 1.372) and CEAP-360VR (t(62)=5.045, p < 0.01, Cohen’s d = 1.340) respectively.

These results show that users need more time to react for annotating arousal than
valence. This finding is coherent with most of the previous works using explicit [15–
17] compensation methods. The averaged delays (2.66s and 4.21s for V-A) obtained by
our method are also similar to the results obtained by explicit methods (e.g., 2s and 4s
from Huang et al. [15], 3.08s and 3.95s from Mariooryad et al. [16] for V-A respectively).
Thus, our method for compensating reaction delay can provide similar results without
using visual and audio features from stimuli. The average annotation delays in different
datasets collected in different scenarios are comparable. The reason for this finding is
that the annotations of all three datasets were collected using the joystick-based anno-
tation interface.

We also conduct an experiment to find out whether sliding windows with long de-
lays can introduce redundant information from other temporal moments for emotion
recognition. Fig 5.11 shows the relationship between the steps of sliding windows and



114 5. PREDICTING EMOTIONS FROM FEW SAMPLES: A FEW-SHOT LEARNING APPROACH

Figure 5.11: The relationship between the steps of sliding windows and recognition acc

recognition acc for 1D-2C arousal and valence respectively. The recognition acc keeps
increasing for both valence and arousal recognition when the steps of delay increase
from 0s to 7s. The low acc caused by the short delay time of sliding windows show that if
the sliding windows cannot cover enough delay, the embedding network will fail to iden-
tify the sub-instances which represent the emotion label of that moment. The recogni-
tion acc for V-A becomes stable after increasing the delay of sliding windows for 7s and
10s respectively. Thus, the noise of adding steps of sliding windows can be filtered by the
MIL module: the recognition acc do not decrease when we add the steps of the sliding
window. Instead of fully-supervised learning, all the sub-instances are weakly super-
vised by the emotion labels. The weights learned by MIL layers represent the probability
of one sub-instance for discriminating samples between different emotion categories.
Thus, the redundant information from other temporal moments can be automatically
filtered (i.e., assign low weights). The results are also in line with the finding that the an-
notation delay of arousal is higher than the delay of valence: we need to add more steps
(i.e., delay time) of sliding windows to cover the corresponding sub-instances for arousal
recognition.

5.5.2. DO THE TEMPORAL MOMENTS OF TRAINING SAMPLES AFFECT THE

PERFORMANCE?
In section 5.4, we randomly sample N training samples from each emotion category to
train EmoDSN. Although it is the standard evaluation procedure to test few-shot learn-
ing algorithms, it is difficult to get randomly balanced number of samples with differ-
ent emotion labels. When applying the algorithm for evaluating the user experience of
watching videos, the possible methods are 1) randomly stop the video and ask users to
annotate their emotions or 2) ask users to annotate at some fixed temporal moments to
obtain the emotion labels for training. Since we use only few annotated samples to train
the network, we want to find out samples from which temporal moments can better
represent the distribution for the whole video watching and result in better recognition
results. We also want to explore the amount of samples EmoDSN needs to obtain ac-
curate recognition when selecting training samples in different temporal moments of
video watching. Answering these two questions can help researchers maximize the per-
formance of EmoDSN and minimize the amount of training samples by asking users to
annotate at the most suitable temporal moments in video watching.
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Figure 5.12: The 1D-2C recognition acc when training EmoDSN with samples from the a) beginning, b) ending,
c) changing points and d) random position of video watching. The granularity of samples is 2 seconds. The
amount of samples are shown in the unite of seconds (e.g., 4 seconds = 2 samples)

To achieve this, we select training samples from both fixed and random temporal
moments of video watching and compare the recognition acc (1D-2C) when training
with different amounts of samples. Specifically, we choose the beginning, ending and
the changing points as fixed temporal moments and compare the result with the random
moments:

• Beginning: We choose the first K samples from a video watching as training samples
and test on the rest.

• Ending: We choose the last K samples from a video watching as training samples and
test on the rest.

• Changing points: According to the research of Sharma et al. [23], the changing points
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in continuous annotation can signify emotionally salient moments. Thus, we want
to find out whether these samples can better represent the distribution for the whole
video watching. We select samples from the changing points of annotation (obtained
using the Changing Points Analysis (CPA) [23]) as the training samples and test on the
remaining samples.

• Random: We randomly choose K samples from one video watching as the training
samples and test on the remaining samples. Unlike balanced random selection in sec-
tion 5.4, it does not ensure each emotion category has a balanced number of training
samples.

The results of how the acc of EmoDSN changes with different amounts of samples
from different temporal moments of video watching is shown in Fig 5.12. From Fig 5.12
(d) we observe that random selection results in great fluctuation of the recognition acc
when more samples are used for training. Selecting from fixed temporal moments how-
ever (Fig 5.12 (a)-(c)), results in relatively stable performance when inputting more train-
ing samples. Thus, selecting training samples from fixed temporal moments can result
in more stable performance when we only use few annotated samples for training.

We also observe that if we choose training samples from the beginning of video watch-
ing, the algorithm needs more training samples to converge. It needs more than 10 train-
ing samples (20 seconds) to increase the recognition acc above 50%. Using the ending
moments however, requires less than 8 training samples (16 seconds) to achieve 50%
acc. The best temporal moments to select the training samples are the changing points:
the acc exceeds 70% by only using 4 samples (8 seconds) for training. Thus, the samples
at the changing points and the ending moments can better represent the distribution of
the whole video watching and result in better acc with fewer samples.

The results we obtain are coherent with the peak-end theory [67] that the most salient
(peak) or recent (end) moments can better represent the emotions of users while watch-
ing videos. We also observe that the distributions of samples with specific emotion labels
are different across the temporal moments. Fig 5.13 shows the percentage of samples
with high/low V-A labels in different temporal moments of video watching. Compared
with the ending moments of video watching, most of the samples (more than 70% for all
three datasets) from the beginning moments are labeled as high V-A. If we choose these
samples as training data, the imbalanced training set can result in mis-convergence of
the learning network (e.g., in Fig 5.12 (a) when the amount of samples < 12s, acc < 30%).
It also explains why fewer training samples are required from the end of video watching
for good results: the samples are more balanced at the end of video watching.

In conclusion, the temporal moments of training samples do have influence on the
performance of EmoDSN. The take-way message from this experiment is that samples
from the changing points of emotion and the ending moments of video watching are
better training samples when only few samples are available for building up an emotion
recognition system.

5.6. CONCLUSION AND LIMITATIONS
Fine-grained emotion recognition requires training the algorithm with large amounts
of continuous emotion labels. In this chapter, we propose EmoDSN, a Deep Siamese
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Figure 5.13: Percentage of samples with high/low V-A labels in different temporal moments of video watching
for CASE, MERCA and CEAP-360VR

Network based few-shot learning algorithm to classify fine-grained valence and arousal
with only a small amount of annotated signals. The embedding network of EmoDSN en-
ables our algorithm to compensate the reaction delay of annotation while predicting the
fine-grained valence and arousal. The distance fusion module of EmoDSN minimizes
the overfitting problem caused by mislabeled training samples. The proposed algorithm
achieves reasonable performance (averaged accuracy of 76.04%, 76.62% and 57.62% for
1D-2C valence, 1D-2C arousal and 2D-5C respectively) by using only 5 shots as training
data for subject-dependent testing on three datasets collected in three different envi-
ronments (i.e., desktop, mobile, and HMD-based VR). Our algorithm also outperforms
other few-shot learning algorithms which are widely used for emotion recognition (RQ
3.1). The ablation study shows that the embedding network and distance fusion mod-
ule, which are specifically designed for physiological signals based fine-grained emotion
recognition, can significantly improve the recognition accuracy. Our experiment on re-
action delay of annotation shows that 1) the reaction delay for arousal is longer than the
delay for valence and 2) the reaction delays between different scenarios have no signif-
icant difference. We also find that the changing points of emotion annotation and the
ending moments of video watching are better temporal moments for selecting training
samples: if we select training samples from these two temporal moments, EmoDSN can
provide better recognition results with fewer annotated samples (RQ 3.2).

Given the challenges of predicting valence and arousal labels at a fine level of granu-
larity using only few annotated samples, there are natural limitations to our work. First,
EmoDSN only works well for the personalized or subject-dependent emotion recogni-
tion model. Since the patterns of physiological signals are highly variable between sub-
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jects [30, 54], using few annotated samples to model it is challenging and relies on the
careful selection of training samples. In the future, we will extend EmoDSN for subject-
independent emotion recognition model by finding out which training samples can rep-
resent the inter-subject variability of physiological signals. It is also essential for us to
compare the performance of EmoDSN on more datasets to further test its generalizabil-
ity. However, the number of datasets with continuously annotated physiological signals
is to date limited. It lacks benchmark results using basic few-shot learning methods.
Thus, it is difficult to make comparisons with more few-shot learning methods.

In Chapter 3, 4, and 5, we propose full-supervised, weakly-supervised and few-shot
learning algorithms respectively to address the challenge of recognizing emotions in a
fine level of granularity with a limited amount of annotations for training. In chapter 6,
the final chapter of the thesis, we wrap up important findings and answer the research
questions raised in Chapter 1.
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6
CONCLUSION

Throughout the main body of the thesis, we implemented a series of studies exploring ways
to recognize emotions at a fine granularity level with a limited amount of annotations. We
start with the study of limitations of fine-grained emotion recognition by training with
fine-grained emotion labels and fully-supervised learning methods. These methods re-
quire segment-by-segment emotion labels, which are costly and time-consuming to col-
lect. Thus we propose a weakly-supervised learning algorithm in Chapter 4 which rec-
ognizes emotions at a fine granularity level by training with only post-stimuli emotion
labels. Although the algorithm developed in Chapter 4 requires less annotation, it can
only identify the segments with post-stimuli emotion and categorize the emotions in all
other segments as neutral. To address this limitation, in Chapter 5 we propose a few-shot
learning network which can also be trained with a limited amount of annotations and
provide more abundant predictions (instead of only post-stimuli and neutral emotions)
compared to the algorithm in Chapter 4. In this final chapter, we first answer the research
questions formulated in the introductory chapter (Section 6.1). After that, we distill some
important takeaway messages and thoughts collected throughout the thesis (Section 6.2).
At last, we reflect on the limitations and potential alternative methods related to the topic
of this thesis and propose the way forward (Section 6.3).
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6.1. REVISITING THE RESEARCH QUESTIONS
The main challenge of the thesis is to explore whether accurate fine-grained emotion
recognition can be achieved with a limited amount of emotion labels as ground truth for
training. To answer this question, we need to first understand how accurate the recog-
nition can be if we use the fine-grained emotion labels. In Chapter 3, we build up the
baselines for recognizing emotions at a fine granularity level by using fine-grained emo-
tion labels as the ground truth for training. Our objective is to explore which kind of
machine learning structure can learn the joint features between signal segments without
having the problem of overfitting (RQ1). Hence, we propose a correlation-based instance
learning approach (CorrNet) and compare it with state-of-the-art fine-grained emotion
recognition methods to answer the research question 1.1:

RQ 1.1: Can correlation-based instance learning offer advantages for fine-grained emo-
tion recognition compared with sequence learning?

The evaluation of CorrNet shows that the correlation-based instance learning (CorrNet)
can provide more accurate recognition results compared to sequence learning (i.e., LSTM
and BiLSTM) and other deep learning methods. We found the performance of sequence
learning to be similar to other deep learning based methods (e.g, 1D CNN), which means
the recurrent structure does not help to increase the recognition accuracy. Our finding
is consistent with the one of a previous study on continuous speech emotion recogni-
tion [1] (speech signals and physiological signals are similar because they are both time
series data) stating that the recurrent structures are not necessary to accomplish the
task of time-continuous emotion recognition. Compared to sequence learning meth-
ods, correlation-based instance learning offers three advantages for fine-grained emo-
tion recognition:

- Higher recognition accuracy: The recognition of CorrNet outperforms the sequence
learning methods since it takes advantage of information both across modalities and
their correlation. Validation results show that CorrNet achieves the accuracy of >70%
averaged on all the testing datasets for binary valence and arousal classification. The
accuracy of sequence learning methods however, is 50.71% averaged on the testing
datasets.

- Less overfitting: For 3-class classification (low/neutral/high valence and arousal), the
sequence learning approaches achieve higher accuracy (>1.52%) but lower F1 score
(<10%) compared to CorrNet. High accuracy and low F1 score means that the network
has the problem of overfitting because it performs well only on a specific class (i.e.
neutral emotion). Thus, compared to sequence learning approaches, CorrNet has less
overfitting problems and generalizes across different classes.

- Less computational complexity: The computational cost of CorrNet is low due to the
simple (2-layer) structure for intra-modality feature learning and the linear mapping
(instead of other complex transformations) in correlation-based feature extraction.
The sequence learning methods however, need a large amount of time to train the
recurrent structure. Thus, the average training time for sequence learning methods
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(189.72s) is more than 4 times of the training time for CorrNet (45.11s) on our testing
datasets.

When we compare the performance of baseline methods, we found that all the state-
of-the-art deep learning methods for fine-grained emotion recognition suffer from the
problem of overfitting: the recognition accuracy on the neutral class is much higher than
on the other emotion categories. Thus, we want to find out whether CorrNet also has this
problem by answering research question 1.2:

RQ 1.2: Does correlation-based instance learning provide imbalanced prediction accu-
racies for different emotion categories?

According to the study in Chapter 3, there is an accuracy imbalance among different
classes for 3-class classification for CorrNet. We found that the accuracy of the high and
low class (for both arousal and valence) is much lower than the accuracy on the neutral
class. Compared to the subject-independent model, subject-dependent model provides
more balanced recognition results, while there is still overfitting (about 30% of samples
from high and low) on the neutral class. We found this is a problem due to the data im-
balance when recognizing emotions using fine-grained emotion labels: more than 50%
of samples from our testing datasets belong to the neutral class. The problem of sample
imbalance is challenging to overcome because users tend to annotate their default emo-
tion as neutral for most of the time when watching videos and annotate non-neutral only
for specific scenes (e.g., kissing scenes for happiness). The answer to this research ques-
tion underscores the importance of carefully treating data imbalance and the problem
of overfitting when designing fine-grained emotion recognition algorithms using fine-
grained emotion labels for training.

Although the correlation-based instance learning methods developed in Chapter 3 can
obtain accurate results, it still requires large amounts of fine-grained emotion labels to
train the recognition algorithm. Collecting these labels is costly and time-consuming.
To address this limitation, we explore the possibility of predicting fine-grained emotions
by post-stimuli emotion labels (RQ2) in Chapter 4. The goal is to identify which signal
segments represent the post-stimuli emotion users annotated after watching the entire
video. We try to achieve this goal by answering research question 2.1:

RQ 2.1: Does weakly-supervised multiple instance learning solve the problem of time am-
biguity if only post-stimuli emotion labels are available for training?

To address this research question, we evaluate the regression and 3-class (high/neutral/low)
classification performance of EDMIL (Emotion recognition based on Deep Multiple In-
stance Learning) proposed in Chapter 4. EDMIL solves the problem of time ambiguity by
learning the probability for signals segments to predict the corresponding post-stimuli
emotion labels. We found that EDMIL can provide temporally more accurate predictions
compared with both the state-of-the-art weakly-supervised and fully-supervised learn-
ing algorithms. Specifically, EDMIL obtains > 65% accuracy and >0.65 F1 scores on all
our testing datasets for three-class classification. Our studies also show that even there
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is only a small percentage (e.g., <30%) of the emotions elicited along a video that corre-
sponds to the post-stimuli emotion (i.e., the level of time ambiguity is high), EDMIL can
still obtain good recognition accuracy (>60%) for three-class classification.

Since the end-to-end feature learning structure we use for EDMIL may result in the prob-
lem of overfitting according to our experiments on fully-supervised learning methods,
we want to find out whether this is also a problem for weakly-supervised learning meth-
ods. We do so by answering the research question 2.2:

RQ 2.2: Which feature extraction methods are suitable for emotion recognition trained
with only post-stimuli emotion labels?

The performance comparison of three feature extraction methods (end-to-end, unsu-
pervised learning and manual feature extraction) shows that using an end-to-end feature
extraction method does not result in overfitting in the classification task (the accuracy on
the training and testing set is similar +3.47%). The end-to-end model also provides the
highest recognition accuracy compared to the other two methods. However, using unsu-
pervised and manually extracted features can result in better regression results because
the end-to-end feature learning is designed specifically for the classification task, not the
regression task. The other two feature extraction methods however, are not constrained
by the classification task. Thus, they can better represent the dynamic patterns of va-
lence and arousal changes.

At the end of Chapter 4, we compare the performance of weakly-supervised and fully-
supervised methods in detail to answer the research question 2.3:

RQ 2.3: What are the advantages and disadvantages of recognizing emotions using weakly-
supervised training by post-stimuli labels compared to fully-supervised training with fine-
grained labels?

We compare the performance of these two kinds of methods by using both the instance-
level (recognition accuracy) and bag-level (dynamic time wrapping (DTW)) evaluation
metrics. Compared to fully-supervised training with fine-grained labels, the advantages
and disadvantages of weakly-supervised training by post-stimuli labels are:

Advantages:

1. Weakly-supervised training can provide more accurate prediction at the instance
level, which means it can better learn the instance-label relationship from the
post-stimuli emotion label.

2. Weakly-supervised training can reduce the problem of overfitting (the accuracy on
training sets is not much higher than the accuracy on testing sets). It can therefore
avoid learning the contradictory information (instance-label relationship) caused
by the different interoception levels across individuals.

Disadvantages:
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1. Fully-supervised algorithms can result in better recognition results for the whole
video instead of individual instances (low DTW). For the subject-independent model,
the temporal relationship between input signals and emotions learned from other
subjects is different than the one learned from the testing user. This causes shifts
of predictions in the time domain, which makes the instance-level accuracies low
but does not affect the sequence-level prediction.

2. Fully-supervised algorithms can recognize more than one emotion, except for neu-
tral, during one video watching event. The weakly-supervised methods however,
can only identify which fine-grained instances are correlated to the post-stimuli
emotion the user annotated and categorize all non-annotated emotions as neu-
tral.

Although the deep multiple instance learning algorithm developed in Chapter 4 can ob-
tain accurate recognition results with only few annotations, it can only distinguish the
post-stimuli emotion from the neutral emotion and categorize all non-annotated emo-
tions as neutral. To overcome this limitation, in Chapter 5 we investigate the possibility
of recognizing emotion at a fine granularity level by using only a small amount of anno-
tated samples to train the recognition system (RQ3). We want to provide more abundant
predictions (instead of only post-stimuli and neutral emotions) compared to the weakly-
supervised method developed in Chapter 4. We do so by answering research questions
3.1:

RQ 3.1: Do deep siamese networks enable learning useful representation from few an-
notated signal segments that are competitive with other few-shot learning counterparts
for fine-grained emotion recognition?

We investigate this research question by comparing the performance of the Emotion
recognition algorithm based on Deep Siamese Networks (EmoDSN) with other state-
of-the-art few-shot learning (FSL) methods for fine-grained emotion recognition. We
found that the pair-by-pair learning structure used by EmoDSN can result in more ac-
curate prediction results compared to the one-to-many learning structure used by other
FSL methods. The comparison also shows that the pair-by-pair learning structure results
in fewer training samples compared to the one-to-many structure. Therefore, EmoDSN
requires less training time compared to other FSL counterparts. In general, EmoDSN
achieves 76.04% (1D-2C valence), 76.62% (1D-2C arousal) and 57.62% (2D-5C valence)
accuracy (subject-dependent model) averaged on our testing datasets by using only 5
samples from each emotion category.

Then we research the influence of the temporal moments of training samples on the
performance of EmoDSN by answering the research question 3.2:

RQ 3.2: Do the temporal moments for selecting training samples affect the performance
of deep siamese network based fine-grained emotion recognition?

We provide the answer to this research question by selecting training samples from the
beginning, ending and changing points of emotion and comparing the recognition accu-
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racy with different amounts of training samples. We found that the temporal moments
of training samples do have an influence on the performance of EmoDSN : samples from
the changing points of emotion and the ending moments of the video watching are bet-
ter training samples when only few samples are available for building up an emotion
recognition system. Our finding is in line with the peak-end theory [2] stating that the
most salient (peak) or recent (end) moments can better represent the emotions of users
while watching videos. We also found that the samples at the beginning of video watch-
ing are more imbalanced compared with the ending moments, which can result in mis-
convergence of the learning network and provide less accurate prediction results.

6.2. DISCUSSION
This thesis focuses on investigating the trade-off between fine-grained emotion recogni-
tion accuracy and the amount of labels to train the recognition model using physiolog-
ical signals. We embed our research in the scenario of video watching to help the video
providers to better understand the temporal dynamics of their users’ emotions. To close
the last chapter of the thesis, we summarize the remarks throughout the thesis in the
following lessons we learned:

The imbalance of training samples in different emotion categories. We find this prob-
lem in Chapter 3, 4 and 5 when we train the recognition network using fully-supervised
methods. Due to the imbalanced nature of users’ emotion annotations (annotate as
neutral by default and non-neutral only for specific scenes), it is challenging to get a bal-
anced amount of samples in different emotion categories. The network can easily overfit
on the category most of the samples belong to, which may result in a "good" accuracy
when the samples are severely unbalanced (e.g., 80% of the samples are in the neutral
category and the recognition accuracy is 80%). Thus, we should always check whether
this happens after training a network regardless of the learning structure we use.

To avoid overfitting because of the data imbalance, we can implement data augmen-
tation methods to achieve an equal number of samples in different emotion categories.
One promising approach is using the collected data to train a generative model (e.g.,
Generative Adversarial Network (cGAN)) to extend the size of the data for specific emo-
tion categories (e.g., high arousal) by artificially generating more samples. We can also
decrease the number of neutral samples to achieve an equal number of training samples
in different emotion categories. However, that can cause the misconvergence of the net-
work because the number of training samples is not enough to train an accurate emotion
recognition model. Solving this problem requires designing specific learning structures
which can converge with a limited amount of training samples (e.g., the few-shot learn-
ing network we designed in Chapter 5).

In conclusion, the takeaway messages for future researchers are 1) we should always
check whether we get imbalanced accuracies on different emotion categories after train-
ing a network and 2) it is essential to develop data augmentation or learning structures
that can converge on a small amount of data to avoid overfitting resulting from data im-
balance.

Towards more accurate recognition: which machine learning models are suitable for
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fine-grained emotion recognition? By comparing the performance of fully-supervised,
weakly-supervised, and few-shot learning methods, we find that they have different ad-
vantages and disadvantages. Fully-supervised algorithms can result in better recogni-
tion results for the whole video watching. However, this requires a large number of sig-
nals with fine-grained annotations to train the recognition system. In Chapter 4 we find
that weakly-supervised training methods can provide more accurate prediction at the
instance level compared to fully-supervised methods. However, their overall prediction
results are worse than the fully-supervised methods and can only identify post-stimuli
emotion labels. The few-shot learning method in Chapter 5 can recognize more emotion
categories (better than the weakly-supervised learning) by using less training samples
(better than the fully-supervised learning). However, it can only obtain accurate results
by the subject-dependent model.

In conclusion, if the annotation quantity is enough, fully-supervised learning meth-
ods can provide more accurate recognition results. If only a limited amount of anno-
tations is available for training, weakly-supervised learning methods are more suitable
for building up subject-independent models which identify one emotion (e.g., the post-
stimuli emotion) from the baselines. Few-shot learning methods are more suitable for
building a personalized recognition model for each user, which can predict multiple
emotions (except for neutral and the post-stimuli emotion in Chapter 4) for users watch-
ing one video.

The temporal dynamics of physiological changes for emotions. In this thesis, we did
not implement strong constraints to filter out the instances which have a high probabil-
ity of predicting the emotions, but are not densely aggregated in one temporal moment
(which is widely used for image-based emotion recognition [3]). In Chapter 3 and 5,
we consider instances as independent samples and extract features from each of them
respectively. In Chapter 4, we use a simple threshold based on the distribution of the
instance gains for identifying which instances correspond to the post-stimuli emotion
labels. We find that the recognition accuracy is higher compared to implementing strong
constraints (e.g., the recurrent structure and linear iterative clustering) on different in-
stances. We therefore conclude that the dynamics of physiological changes related to
emotions are sparsely distributed in the temporal space: users can give a response of
physiological changes of a short duration. If we implement strong constraints between
instances, some of the responses of short-lasting physiological changes could be omit-
ted, resulting in lower recognition accuracy. This finding also allows us to understand
that the length of the instance cannot be too long: longer instances may lose salient in-
formation related to the local physiological response. However, short instance length
can entail insufficient information for accurate classification.

Therefore, in Chapter 3 and 4, we run experiments by testing the proposed algo-
rithms using different instance lengths. In conclusion, the results show that the instance
length between 1s-2s can result in a good performance for the algorithms proposed in
this thesis, which can serve as an appropriate length to classify emotions using fine-
grained emotion labels.

Information sparsity of physiological signals for emotion recognition. Compared to



132 6. CONCLUSION

machine learning tasks using other temporal signals (e.g., video, speech, EEG signals),
the physiological signals we use contain less abundant information for emotion recog-
nition (information sparsity of physiological signals) [4, 5]. We find this problem in the
baseline comparison in Chapter 3, 4 and 5: deepening the networks (keep increasing the
number of convolution layers) can easily cause them to overfit quickly on the training
data. Here we can speculate that the information inside each instance is limited and
insufficient to train a deep discriminative model. This limits the performance of deep
neural networks: feature extraction layers with deep or sophisticated structures can eas-
ily overfit or fail to extract meaningful features for recognition.

The information sparsity of physiological signals makes it challenging for neural net-
works to predict users’ emotions by simply deepening the network. In Chapter 3 and 4,
we find that shallow feature extraction structures (e.g., < 5 convolutional layers with a
gradually increased number of filters and decreased size of kernels) can result in a better
recognition accuracy and less overfitting.

In conclusion, the take-away message for future researchers is: 1) shallow feature
extraction structures are more suitable for fine-grained emotion recognition using phys-
iological signal because of the information sparsity of physiological signals, and 2) when
the networks cannot accurately predict the emotions, we should reconsider the learn-
ing paradigm (e.g., weakly-supervised instead of fully-supervised learning, Chapter 4)
and learning structure (e.g., pair-by-pair instead of one-to-many, Chapter 5) instead of
simply deepening the neural networks.

6.3. LIMITATIONS AND FUTURE WORK
The ’data hunger’ of machine learning algorithms requires a large amount of fine-grained
emotion annotations to train an accurate emotion recognition model. This thesis fo-
cuses on addressing this challenge by investigating the trade-off between fine-grained
emotion recognition accuracy and the amount of annotations used for training. Given
the challenges of predicting valence and arousal labels at a fine level of granularity using
only limited amount of annotations, there are natural limitations to our work.

Due to the high inter-subject variability of physiological signals, the performance of
the subject-independent models (in Chapter 3 and 4) trained with limited amount of
data can still be improved. One possible solution is to provide more annotated samples
to fulfill the data hunger of machine learning algorithms. Data augmentation methods
can be used to generate artificial signals which obey the distribution of specific emotion
categories. Then a ’hybrid’ of synthetic and real signals can be used to train the ma-
chine learning based emotion recognition algorithms. In our preliminary study [6], we
provide initial steps towards further investigating how generative models could be ap-
plied to diverse physiological signals for the task of physiology-driven emotion recogni-
tion. We use an Auxiliary Conditioned Wasserstein Generative Adversarial Network with
Gradient Penalty (AC-WGAN-GP) to generate synthetic data and compare the recogni-
tion performance between real and synthetic signals as training data in the task of bi-
nary arousal classification. Experiments on the CASE dataset using GSR and ECG sig-
nals show that generative data augmentation significantly improves model performance
(avg. 16.5%) for binary arousal classification in a subject-independent setting. The syn-
thetic data generated by our method significantly improves the classification perfor-
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mance in subject-independent testing by providing more balanced classification results
for different arousal categories. Our study presents the initial steps towards further in-
vestigating how generative models can be applied to diverse physiological signals for
fine-grained emotion recognition. In the future, others may plan to extend our model
for other physiological signals, such as EEG, EMG, eye-movement, respiration (RSP) and
skin temperature. Others may also want to explore more generative models, such as Hid-
den Markov Model (HMM), Gaussian Mixture Model (GMM) and Naive Bayes Model to
find out which data augmentation methods are the most suitable ones across different
physiological signals.

All the algorithms designed in this thesis require discretization of continuous labels
for fine-grained recognition since they are designed specifically for classification instead
of regression. Although we test EDMIL in Chapter 4 on the regression task, its regression
performance is not as good as classification. Compared to classification methods, the re-
gression methods can present continuous changes of emotions instead of discrete emo-
tion labels for each time segment. Therefore, regression is temporally more precise. In
the future, others may want to extend the algorithms designed in this thesis for regres-
sion tasks. Specifically, we will extend the EDMIL and EmoDSN into a multi-instance
multi-label formulation [7] and a few-shot regression [8] algorithm, respectively, to ob-
tain a continuous output for emotion recognition.

In this thesis, we only consider physiological signals (i.e., EDA, BVP, Heart Rate and
Skin Temperature) as input modalities. Previous works also show that other modali-
ties, such as eye-tracking data from electrooculography (EOG) sensors and Electroen-
cephalography (EEG), also contain abundant information for emotion recognition [9].
The application scenario of our work is to analyze the personalized experience (emo-
tions) of users while watching videos. Thus, the semantic features (e.g., audio-visual
content, text captions and speech transcripts of the content) from video stimuli can also
help to improve the recognition results by providing the context information for recogni-
tion. The text-derived fingerprints are more accessible to generate this context informa-
tion compared to video data because of their low-cost computation [10]. In the future,
others can extend the algorithm designed in this thesis for the data in other modalities
and investigate whether the recognition accuracy can be further improved. For exam-
ple, others can build a weak constraint (e.g., using Canonical Correlation Analysis (CCA)
(Chapter 3) ) between the emotion semantic features derived from the text of videos (e.g.,
speech transcripts, emotion tags of videos) to promote the recognition accuracy.

At last, we only focus on the physiological signals with emotions annotations and ig-
nore the large amount of unlabeled signals. Although reliably annotating a large amount
physiological signals is costly and time-consuming, collecting massive amounts of phys-
iological measurements from sensors is a trivial task [11]. Therefore, it is worthwhile for
other researchers to explore the possibility of recognizing emotions by learning the task-
unrelated features from a large amount of unlabeled signals and fine-tune the models
for emotion recognition with a small amount of annotated signals. To achieve this target,
one possible solution is to use self-supervised learning. Self-supervised learning is a kind
of machine learning method that can automatically learn embeddings and features from
unlabeled samples. Unlike supervised learning which learns task-specific features, self-
supervised learning learns the task-unrelated features according to the inner structure
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of the data (e.g., correlation). For example, Sarkar et al. [12] designed a self-supervised
learning network that first learns ECG representations by signal transformation recog-
nition tasks and then uses the learned task-unrelated features for emotion recognition.
Although previous work provides some useful insights on using self-supervised learn-
ing for emotion recognition, there are still challenges in designing good (learned fea-
tures can provide accurate recognition with limited number of fine-tuning samples) and
universal (generalized among different input modalities) pre-training tasks to enable
the self-supervised learning networks to learn these task-unrelated features [13]. In the
future, others can have the chance to explore this possibility by exploring which pre-
training tasks are the most suitable ones for fine-grained emotion recognition.

To conclude, we expect future researchers in the field of affective computing to focus
more on the problem of machine learning by small data. Collecting a large amount of
annotated data for emotion recognition is costly and time-consuming which is a large
extra burden and investment for any potential stakeholder (e.g., video providers). Fu-
ture researchers can focus on developing data-augmentation methods (e.g, generative
models), which can generate more annotated samples for training the recognition algo-
rithm, or design machine learning methods (e.g., self-supervised learning) which can be
trained by a small amount of annotated signals.
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