
IEEE TRANSACTIONS ON AFFECTIVE COMPUTING 1

Unsupervised Multimodal Learning for
Dependency-Free Personality Recognition

Sina Ghassemi1, Tianyi Zhang1∗, Member, IEEE, Ward van Breda, Antonis Koutsoumpis, Janneke K. Oostrom,
Djurre Holtrop, and Reinout E. de Vries

Abstract—Recent advances in AI-based learning models have significantly increased the accuracy of Automatic Personality Recognition
(APR). However, these methods either require training data from the same subject or the meta-information from the training set to learn the
personality-related features (i.e., subject-dependency). The variance of feature extraction for different subjects compromises the possibility of
designing a dependency-free system for APR. To address this problem, we present an unsupervised multimodal learning framework to infer
personality traits from audio, visual, and verbal modalities. Our method both extracts the handcraft features and transfers deep-learning based
embeddings from other tasks (e.g., emotion recognition) to recognize personality traits. Since these representations are extracted locally in the
time domain, we present an unsupervised temporal aggregation method to aggregate the extracted features over the temporal dimension. We
evaluate our method on the ChaLearn dataset, the most widely referenced dataset for APR, using a dependency-free split of the dataset. Our
results show that the proposed feature extraction and temporal aggregation modules do not require personality annotations in training but still
outperform other state-of-the-art baseline methods. We also address the problem of subject-dependency in the original split of the ChaLearn
dataset. The newly proposed split (i.e., data for training, validation, and testing) of the dataset can benefit the community by providing a more
accurate method to validate the subject-generalizability of APR algorithms.

Index Terms—Personality assessment, multimodal systems, multimedia signal processing, feature fusion, transfer learning, unsupervised
learning, generalization performance

✦

1 Introduction

A ccurately predicting personality using algorithms is a com-
plex and challenging task that has garnered significant re-

search focus. Particularly in recent years, the tremendous achieve-
ment of AI-based methods in addressing sophisticated tasks has
inspired researchers to investigate whether it is also possible to
accurately predict personality [1], [2]. Such algorithms have the
potential to be integrated into a broad variety of applications such
as recommendation systems, mental health consulting, and job
candidate screening [2], [3], [4].

Previous work [5], [6], [7], [8] on automatic personality
recognition (APR) shows that multimodal data, such as audio,
visual, and textual data, can improve the performance of APR
systems. For example, Li et al. [5] found that combining audio
and facial data improved the accuracy of APR compared to using
these two modalities separately. By combining data from multiple
modalities, APR systems can capture a more comprehensive and
nuanced representation of personalities [5], [6].

To predict personality traits from multimodal data, deep learn-
ing models can be powerful tools because they can automatically
learn the non-linear and high dimensional mapping between the in-
put data (e.g., audio, visual, and verbal features) and ground truth
labels (e.g., personality traits). However, the data-hungry nature of
deep learning methods requires large amounts of training data with
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proper annotations. The release of the ChaLearn First Impressions
dataset (ChaLearn) [9], [10] has been a major contribution to
this line of research by providing 10,000 short video clips with
observer personality annotations following the Big Five model
of personality [11]. Since then, several deep learning systems
[6], [12], [13], [14] have been proposed to address personality
prediction based on the ChaLearn dataset by using multimodal
data.

While much research has focused on developing deep learning
algorithms for multimodal APR, most of these have been designed
for subject dependent APR [15], [16]. Specifically, to recognize
the personality of a specific subject, the algorithm needs training
samples from the same subject to learn the embeddings (i.e.,
high-dimensional features) which can represent personality. This
requires prior knowledge either about the subject (e.g., their
personality annotation) [17] or the meta information of the training
set [15], [16], [18]. For example, Song et al. [16] developed a
self-supervised learning algorithm of person-specific facial dy-
namics and used the learned features for APR. In their work,
the Personalized Adaptation Layers (PALs) are trained for each
subject independently. Although they implemented leave-one-
subject-out cross-validation for testing, the network still required
meta information about which training samples are from the same
subject to train the PALs.

The additional information from subjects can result in bias for
APR. Although some researchers [10] have noticed the potential
issue of subject-dependency for APR, it is not well addressed
by previous works [6], [12], [13], [14]. An important reason for
that is the biased split of training, validation, and testing sets
when researchers develop and validate their APR algorithms. For
example, in the original data split of the Chalearn dataset, the
training, validation, and testing sets have a high dependency be-
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tween samples. Specifically, 73.2% and 84% of the samples in the
validation and testing sets respectively, share the same YouTube
channel with the samples in the training set (i.e., contains prior
knowledge about the subjects for validation and testing). Such
dependency can be misleading for deep learning models: a high
performance due to overfitting can lead to inaccurate confidence
in model performance. The difficulty of personality assessment
makes deep learning models more prone to memorize individuals
by their face and audio characteristics instead of learning to detect
personality cues that are generalizable to any individual.

To overcome this problem, in the present work we propose a
multimodal system that fuses audio, visual, and verbal modalities
for APR. For each modality, an embedding module is proposed
and trained on a relatively larger dataset from other tasks (e.g.,
emotion recognition). After that, the features learned from this
module are fine-tuned to represent personality by transfer learning.
Unlike many previous studies, our approach enables the feature
extraction process to be trained without personality annotations.
We also propose a novel and entirely unsupervised temporal
aggregation module to aggregate the features by describing their
probability distribution and temporal patterns. Since the temporal
aggregation and the feature extraction modules do not require
personality annotations during training, the system can also be
adapted for datasets with smaller sample sizes. Our work con-
tributes to the affective computing community with both technical
and empirical contributions:
• The main technical contribution of our work is to use unsu-

pervised methods (i.e., the combination of different features,
transfer learning, temporal aggregation) for feature extraction
and aggregation. The advantage of the unsupervised method is
that a) the algorithm does not need annotation at the early stage,
which makes it easier for researchers to understand and analyze
which features or modalities are more significant than others;
b) since the feature extraction and aggregation does not need
backpropagation, the algorithm can be adapted for datasets with
small sample sizes (i.e., avoid the problem of overfitting for
supervised learning).

• The main empirical contribution of our work is the proposal of
a dependency-free split of the CharLearn dataset. To our best
knowledge, we are the first to analyze and discuss the subject-
dependency issue in the ChaLearn dataset. The newly-proposed
split of the dataset can provide a more accurate evaluation of the
subject-generalizability of APR algorithms.

The rest of the paper is organized as follows. We describe
the related studies in Section 2. After that, Section 3 details
the proposed system. Section 4 and Section 5 are dedicated
to experimental results and discussion. Finally, we discuss the
limitation of our work and draw our conclusions in Section 6 and
Section 7 respectively.

2 RelatedWork
In this section, we first introduce the Big Five Personality model,
which is used to model the ground truth labels of the study.
After that, we review the state-of-the-art methods for multimodal
automatic personality recognition. At last, we discuss the issue of
subject-dependency from previous works.

2.1 Big Five Personality model

The Big Five Personality model [11] is one of the most widely
used models to quantify personality. The Big Five Personality

model distinguishes five dimensions of personality: Openness to
Experience, Conscientiousness, Extraversion, Agreeableness, and
Neuroticism [11]. The five dimensions of the Big Five Personality
model are interrelated but distinct. Research [19] has shown that
each trait has a unique and independent contribution to personality.
One of the advantages of using the Big Five Personality model is
that it has been found to be valid across different cultures and
languages [20], [21], making it a useful tool for understanding
individual differences in diverse populations. As a consequence,
numerous previous works [6], [7], [14], [22] and datasets [9],
[23] in automatic personality recognition employ the Big Five
Personality model as the ground truth to both train and validate
their algorithms. For example, in Chalearn dataset, the Big Five
Personality model has been operationalized using two antipodal
adjectives for each dimension (e.g., Organized and Sloppy for
Conscientiousness [10]) to collect the ground truth labels. In line
with the methodology adopted by numerous previous studies, we
also employ the Big Five Personality model as the ground truth
labels for recognition.

2.2 Multimodal automatic personality recognition

APR algorithms using multimodal data can be divided into two
major categories: model-specific methods and model-free methods
[24]. Model-specific methods require pre-designed hand-crafted
features for each modality to represent personality cues from
multimodal data. In general, statistical and behavior features such
as Local Phase Quantization (LPQ) [14], histogram of oriented
gradients (HOG) [25], gazes, head movement [26] and human
posture [27] are often extracted from the visual data. For the audio
features, the pitch, energy, [28] mean of amplitude and mean of
absolute value from the audio Fast Fourier transform (FFT) [29]
are also extracted for recognition. The extracted features are then
input to machine learning classifiers to recognize personality. One
of the advantages of using model-specific methods is the inter-
pretability and explainability of these algorithms: researchers can
understand which features make the most significant contribution
to the prediction. This advantage can avoid potential bias and
discrimination in the developed model (e.g., whether the model
recognizes personalities based on gender or ethnicity).

The model-free methods use neural networks to learn the
inherent structure between input data and personality labels. Thus,
they can automatically extract and fuse features from different
modalities for personality recognition. Neural networks such as
convolutional neural networks (CNNs) [30] and residual networks
[5], [30] have achieved high accuracy for recognition. For exam-
ple, Y. Güçlütürk et al. [30] proposed a dual-stream audiovisual
CNN using a deep residual network. It takes a random subset
of audio and visual data as input and generates deep learning
representations in the output. After that, a global average pooling
is applied for temporal aggregation. A similar approach was
introduced by F. Gürpinar et al. [31] to predict personality on
ChaLearn dataset. In addition to the audio and facial expressions,
the authors take into account the scene and surrounding objects in
the video as well.

Due to the significant correlation between emotions and per-
sonality traits, the features learned in the context of emotion
recognition [32], [33] are frequently employed for personality
recognition by using transfer learning. The benefit of applying
transfer learning was recently studied in the work of Zhang et
al. [6]. The authors demonstrated that the knowledge learned
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Fig. 1. Pipeline overview: audio (red), visual (blue), verbal (purple) modalities, and aggregation module (green), and ’C’ stands for concatenation. During
training, only the regression module requires personality annotations.

for emotion analysis can also be beneficial to the prediction of
personality traits through a Siamese-like network. This network
can jointly learn emotions and personality traits. The experiment
results showed that their methodology resulted in the best perfor-
mance for both tasks.

While the aforementioned studies offer valuable perspectives
on multimodal personality recognition, the audio and visual per-
sonality cues are accomplished through either model-specific or
model-free methods respectively. To take advantage of the benefits
of both approaches, our method integrates handcrafted features
and deep learning-based embeddings to portray personality cues.
Fusion between these two kinds of features enables learning repre-
sentations without personality annotations. Therefore, it facilitates
automatic personality recognition in datasets with smaller sample
sizes. Moreover, we introduce an unsupervised temporal aggrega-
tion mechanism to merge the obtained features in the temporal
domain. The comparison between the proposed method and state-
of-the-art supervised feature extraction and temporal aggregation
can help us to understand whether additional information (i.e.,
labels) provided in supervised feature extraction and aggregation
can promote recognition accuracy compared with unsupervised
methods.

2.3 Subject-dependency in automatic personality recogni-
tion

Although there have been numerous previous works for automatic
personality recognition, the issue of subject-dependency is not
well addressed. For the vast majority of algorithms developed on
Chalearn dataset [6], [7], [12], [13], [14], [22], [30], [31], the issue
of subject-dependency is ignored by using the original split of the
dataset. Data providers split the videos into training, validation,
and testing sets using a 3:1:1 ratio. However, out of 6000 videos in
the training set, 4392 videos share the same YouTube channel with
the videos in the validation set or testing set. Out of 2000 videos in
the testing set, 1680 videos share the same YouTube channel with

2886 videos in the training set. The individual remains the same in
this portion of videos with the same YouTube channel. Therefore,
the reported performance could be adulterated with unrecognized
overfitting.

Compared with dependency-free personality recognition,
subject-dependent personality recognition needs either training
samples from one specific subject to extract his or her personality
cues, or the meta-information about the training set to model
the subject-specific features. For example, Rissola et al. [34]
designed a capsule neural network to extract hidden patterns from
conversations for personality recognition. Their approach requires
labeled instances from the testing subject to train the network.

Fortunately, some researchers [15], [16], [18] have noticed that
issue and initiated measures to tackle it by training and evaluating
their method using leave-one-subject-out cross-validation. In the
work of Shao et al. [15], a person-specific CNN architecture is
learned to model the cognitive process of the target subject for per-
sonality recognition. The authors run a 7-fold subject-independent
cross-validation to validate the performance. However, the model
still necessitates the meta-information to discern which training
samples correspond to the same subject. A similar method is also
used in a more recent work from Song et al. [18], where the
person-specific cognition is modeled by the neural architecture
search learned from each subject separately.

To address the issue of subject dependency, we validate the
performance of the proposed model on ChaLearn dataset by
utilizing a partitioning scheme in which the videos across training,
validation, and testing sets are not related to the same subject.
Our analysis in Section 5.1 demonstrates a significant difference
in performance between the proposed split of the dataset and its
original split.

3 Method
Notations: In this study, boldface upper-case letters represent
two-dimensional matrices, boldface lower-case letters represent
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Fig. 2. Visual embedding module. The input frames are cropped around the individual’s face and then resized to be 224 × 224 pixels before being fed into
the network.

one-dimensional vectors, and lower-case letters represent scalar
numbers. In the figures that illustrate neural networks, letters k, s,
and p denote the size of kernel, stride, and padding respectively.

The proposed system, as illustrated in Fig. 1, processes single-
speaker video clips to predict six real numbers: the Big Five
personality traits and an interview score. Hence, it performs a
regression task with six dependent variables. The system’s pipeline
can be divided into three modalities: audio, visual, and verbal.
Each modality processes the input video in two subsequent steps.
First, a feature extraction module operates on the input video to
compute a set of features. Second, as these features are computed
locally in the time axis, a temporal aggregation module processes
the extracted features to describe the entire video. Then, the
output features of all modalities are fused to provide a multi-
modal feature vector. In the end, a regression module takes this
feature vector as input and predicts the dependent variables. In the
following, we detail each module along with its functionality.

3.1 Feature Extraction

3.1.1 Visual Modality

As humans, we communicate our emotions through our facial
expressions. To exploit such pronounced information, the visual
modality aims to describe the individual’s observable behavior
in the video. We propose that this visual information can be
represented by a combination of two types of features: handcrafted
features and deeply learned embeddings.

Handcrafted Features: In this context, the handcrafted features
refer to the descriptors that are explicitly defined beforehand based
on the prior assumption on what type of information is relevant
for personality assessment. We extracted 56 handcrafted features
using the OpenFace library [35], including 17 action units, facial
landmarks, and eye gaze angle and direction.

Action units describe facial movements according to the Facial
Action Coding System (FACS) [36] that can be used to code facial
expressions in order to describe basic emotions [37], [38]. In the
proposed system, 17 action units are detected in each frame of the
input video.

Facial landmarks also convey information about the individ-
ual’s facial expressions. One way to extract such information is
through the actual locations of the facial landmarks. However,
these locations include redundant information as they are highly
correlated with one another. Moreover, due to the variations related
to the movements such as head motion and rotation, standardiza-
tion is required. To address this problem, we represent the facial
landmarks in a more efficient and inherently standardized manner

using the point distribution model’s (PDM) parameters [39], [40],
[41]. In PDM, each landmark location xi = [xi, yi]T is computed
according to PDM’s parameters p = [s, t,R,q]:

xi = sR(xi +Φiq) + t (1)

where s is the scaling scalar, R is the 2 × 3 rotation matrix, q is
a m-dimensional vector denoting the non-rigid shape parameters,
and t is the translation vector t = [tx, ty]T . Φi is the 3 × m sub-
matrix of the basis variations matrix Φ corresponding to the ith

landmark. xi = [xi, yi, zi] is the mean value of the ith landmark.
Note that PDM’s parameters, p, are estimated for each frame in the
video while the basis variations matrix, Φ, and the mean location,
x, are constant. Therefore, PDM’s parameters, p, represent the
landmarks location in an efficient and standardized manner as non-
rigid variations are separate from rotation, scale, and translation.

In total, 17 action units, PDM’s parameters p = [s, t,R,q],
and eye gaze angle and direction provide 56 visual handcrafted
features. These features for an input video can be denoted by two-
dimensional matrix V ∈ R 56×t where t is the number of frames in
the input video (i.e., t = video length × f rame rate).

Visual Embedding: An advantage of using handcrafted fea-
tures is that they are explicitly defined. Therefore, they enable
interpretation of the system’s prediction. However, they cannot
fully represent all available information in the input. Conse-
quently, different emotions with subtle visual appearances but
different implications may not correctly be distinguished using
only handcrafted features. A solution is to represent the input by
a continuous transformation via a deep CNN into an embedding
space. Moreover, such CNN, if trained on a larger dataset with
related annotations such as emotions, can benefit from transfer
learning.

In the proposed system, to obtain this embedding space, we
introduce a CNN whose architecture is inspired by NN2 variant
of FaceNet, proposed by F. Schroff et al. [42], which has de-
livered state-of-the-art performance in face recognition tasks. In
the proposed CNN (Fig. 2), we keep the Inception [43] backbone
up to block 4e. Then, it is followed by: a 7 × 7 average pooling
layer, two subsequent fully connected layers with 512 and 128
outputs (embedding dimension = 128), and an L2 normalization
layer. Moreover, the two fully connected layers are interleaved by
batch normalization and ReLU layers. Next, to obtain the visual
embedding, the proposed CNN is trained by minimizing the triplet
loss on Facial Expression Comparison (FEC) dataset [44]. The
FEC dataset is one of the most extensive datasets consisting of
156K face images with around 500K expression triplets. After
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Fig. 3. Audio embedding module. The input audio is first processed by
the pretrained Wav2Vec backbone, then the additional convolutional layer,
which is fine-tuned on emotion dataset, generates the output embedding.

this training step, the frame is cropped around the individual’s
face using the OpenFace library [35] in the inference phase. Then
the frames are resized to 224 × 224 pixels before being input
to the CNN. As a result, the proposed CNN learns a function,
f : i → e, representing the individual’s face, i ∈ R2242

, with an
embedding vector e ∈ R128. Therefore, given an input video with
t frames, I ∈ R 2242 × t, the visual embedding can be denoted by
Evisual ∈ R 128 × t.

3.1.2 Audio Modality

In addition to visually perceived behavior, audio features (i.e.,
voice characteristics) may carry information on both self-rated
and observer-rated personality traits [45], [46], [47], [48]. Like
the visual modality, the audio information is represented using
handcrafted features and deeply learned embedding.

Handcrafted Features: Several handcrafted audio features that
are commonly used to detect paraverbal emotions [1], [49] are
extracted from the individual’s voice. These features, which are
also referred to as low-level descriptors (LLDs), are computed
using a sliding window of 25 (ms) with a step size of 10 (ms) to
traverse the entire video. The window and step sizes are chosen
based on the previous studies [49], [50], [51]. The LLDs extracted
in our system consist of, the pitch frequency and intensity, Mel
and linear scale frequency both cepstral and spectral coefficients,
harmonic to noise ratio, zero crossing rate, five vocal formants
represented by their frequency and bandwidth, audio intensity,
chroma features, and a set of spectral features including spectral
centroid, bandwidth, flatness, roll-off, and flux, resulting in 79
audio features in total. Like the visual modality, the audio features
that are extracted from an input video can be denoted by a two-
dimensional matrix A ∈ R 79 × t where t is the number of audio
frames with a length of 25 (ms) and step size of 10 (ms) from each
other.

Audio Embedding: Although the mentioned audio features are
broadly used for emotion and behavioral analysis, following the
same rationale discussed for the visual modality, we argue that

such features alone cannot fully represent all paraverbal informa-
tion. However, an audio embedding module enables a continuous
transformation of data into a space that mimics emotions. There-
fore, it can enhance the representational power.

In our system, to achieve this embedding space, we adapt a
CNN architecture, namely Wav2Vec which is initially proposed
by Schneider et al. [52] for speech recognition. While the most
common input format to audio CNNs is the time-frequency repre-
sentation, Wav2Vec operates on the original audio waveform thus
exploiting all available information in the audio. In a nutshell,
Wav2Vec consists of two sub-modules: the encoder network and
the contextual network, composed of 5 and 12 convolutional
layers respectively. Analogous to the visual modality, we apply
transfer learning to obtain audio embedding. Therefore, Wav2Vec
is first trained by minimizing contrastive loss using the 960-hour
Librispeech [53] dataset according to the proposed methodology
by Schneider et al. [52]. Next, to make the embedding space rep-
resent emotions, two additional convolutional layers with outputs
of 256 and 8 with interleaved batch normalization and ReLU are
attached to Wav2Vec’s last layer (see Fig. 3). Then, these layers
are optimized by an emotion recognition task using 1440 speech
files of Ravdess dataset [54] to predict 8 basic emotions. After
this training step, the first convolutional layer’s output with a
dimension of 256 is used as the audio embedding.

For clarity of exposition, let a ∈ Rl denote the input audio
with length of l, the embedding module learns a function f to
transform the input audio to an embedding space, f : a → Eaudio,
where Eaudio ∈ R 256 × t is a two-dimensional matrix. Here, t is a
function of the input length l, the CNN’s field of view (25 ms),
and its step size (10 ms).

3.1.3 Verbal Modality

Spoken and written text is one of the most studied behaviors to
infer personality traits [55], [56], [57]. The most influential models
of personality themselves (e.g., the Big Five and its successor, the
HEXACO model) are based on the lexical tradition [58]. In the
proposed system, the verbal modality processes the transcription
of individuals’ speech using the Bidirectional Encoder Represen-
tations from Transformers (BERT) model [59].

The BERT model is a widely deployed language representation
model. In the proposed system, BERT is employed to infer verbal
features. In the output, BERT generates a feature vector for each
word and an aggregated contextual feature vector corresponding
to the input [CLS] token. This contextual feature represents the
whole sentence [59]. Our preliminary results suggest that using a
max-pooling layer on top of word-level features, compared with
the contextual feature, results in higher performance. We associate
this with the fact that in the ChaLearn dataset videos are cropped
randomly. As a result, for a large portion of videos, speech might
begin or end at the middle of a sentence. Thus, spoken words have
provided more clues than sentences for the raters who annotated
the ChaLearn dataset. In Fig. 1, the purple box illustrates the
verbal modality where the extracted feature vector is denoted by
s.

3.2 Temporal Aggregation

A temporal aggregation, denoted by a function g : F → v,
is required to output a fixed length feature vector, v, for any
given two-dimensional feature matrix F ∈ R n × t with a variable
temporal length of t. Thereby, aggregating the information across
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Fig. 4. Autoencoder architecture. In the training, the mean squared error
between the input and the output is minimized. In the inference, the ag-
gregation vector (in the green block) is computed. Letter t represents the
feature’s length in the temporal axis.

t timestamps and representing it in a vector v ∈ Rd where d is
the aggregation dimension. This section describes the baseline
methods and the proposed module for temporal aggregation.

Baseline: We adapt three state-of-the-art neural network architec-
tures as baseline methods. In the training, the extracted features are
used as input, personality traits and interview score, as the target
output. As such, the network detects temporal patterns in the input
features by aggregation over the temporal domain. Therefore,
the aggregation function is optimized via the neural network by
minimizing the prediction error.

The first adapted neural network is InceptionTime. Inception-
Time has achieved state-of-the-art performance in several time
series classification tasks [60]. It consists of Inception blocks
inspired by Inception architecture [43], which is originally pro-
posed for image classification. The second network is a Trans-
former [61] which relies on a self-attention mechanism to process
sequence data. It has achieved state-of-the-art performance in
tasks involving sequence data such as natural language processing
[59] and speech recognition [52], [62]. The third network is a
Recurrent Neural Network (RNN) and includes Gated Recurrent
Units (GRU) [63]. LSTM [64] and GRU are the most common
building blocks in RNNs which are commonly used in sequence
learning tasks. They overcame the exploding and vanishing gra-
dient problem that existed in the traditional RNNs. The key
difference between LSTM and GRU is that LSTM has three gates
(input, output, and forget) while GRU has two gates (reset and
update) which makes it less prone to overfitting and more suitable
for the personality assessment task.

The hyperparameters of the baseline models were optimized
over the validation set. These optimized hyperparameters for each
baseline model are detailed in the supplementary materials.

Proposed aggregation module: The proposed aggregation mod-
ule consists of two sub-modules. The first sub-module uses statisti-
cal functions to describe the features according to their probability
distribution. Therefore, it disregards the temporal patterns in the
features. These functions include seven aggregation functions,
namely median, mean, standard deviation, skewness, kurtosis,
minimum, and maximum, and also slope, offset, and curvature
of fitting first and second-degree polynomials to the features.

The second sub-module detects the temporal patterns by a
generative neural network, namely a temporal autoencoder. The
autoencoder consists of convolutional layers in the encoder and
deconvolutions in the decoder as shown in Fig. 4. During the
training, the encoder learns to compress the input’s temporal
information in a high-dimensional latent vector while the decoder
learns to reconstruct the input through deconvolutional layers
given the encoder latent vector. Hence, the autoencoder is trained
in an unsupervised manner. Inspired by InceptionTime [60], the
encoder includes 3 Inception blocks. Each Inception block consists
of 3 parallel convolutional layers with filter sizes of 7, 3, 1 with
the stride of 2. Each convolutional layer outputs 32 feature vectors.
These feature vectors are then concatenated and fed into the next
Inception block. In each block, the first layer is a Bottleneck
convolutional layer with 64 output channels which helps to avoid
overfitting by reducing the number of input features.

The aggregation vector, as shown in Fig. 4, combines mean,
standard deviation, and median (along the temporal axis) over the
outputs of the Inception blocks. Therefore, the aggregation vector
describes the probability distribution of temporal patterns detected
at three scales (i.e., the output of the three inception blocks have
a temporal resolution of 1

2 ,
1
4 ,

1
8 with respect to the input temporal

resolution).
After computing the output vectors of these two sub-modules,

the final output of the proposed aggregation module is the combi-
nation of these vectors as shown in Fig. 1. That is, the final output
captures both global characteristics of the features using statis-
tical functions and temporal patterns through the autoencoder.
In the experimental section, the results show that the proposed
aggregation module, while being unsupervised, outperforms the
supervised state-of-the-art baselines in aggregating audio and
visual features. We conjecture that this improvement is mostly
because of the stronger backpropagation signal when reconstruc-
tion loss is computed for hundreds of timestamps compared with
supervised learning when the prediction loss is computed for only
six dependent variables. In general, the features learned in section
3.1 are with different lengths. However, the aggregation vector
combines means, standard deviations, and medians (along the
temporal axis) over the outputs of the Inception blocks. Therefore,
no matter the different temporal sizes of the input features and
– subsequently – the different lengths of aggregated outputs, the
means, standard deviations, and medians over the time axis are
considered, ensuring that fixed-size feature vectors are generated
regardless of different input lengths.

3.3 Modality Fusion

After the aggregation function is applied over all extracted fea-
tures in audio and visual modalities, the resulting feature vectors
(v, a, evisual, eaudio) and the verbal features, s, are combined to form
a multimodal feature vector denoted by m in Fig. 1. This type of
fusion, i.e., combining features before the regression module, is
also referred to as early fusion. Our preliminary results suggest
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that early fusion is superior to its late variant, in which the
predicted outputs are averaged across different modalities.

3.4 Regression

In the last block of the proposed system, the multimodal feature
vector, m, is fed into a regression module, where all of the
six dependent variables, ŷ ∈ R6 are predicted, as shown in
Fig. 1. In the system, regression is performed using the deep
ensemble approach. Specifically, a deep ensemble of 32 multilayer
perception (MLPs) with 32 and 8 hidden units are deployed. Each
MLP is trained using random weights initialization with different
seeds and for 200 epochs minimizing the mean squared error. We
use early stopping after 20 epochs without any improvement larger
than 0.0001 in the validation set’s loss function.

4 Experimental Results
In this section, we first introduce the dataset and implementation
details (including the dependency-free split) for the proposed
algorithm. Then we report the performance of our methods using
both the dependency-free and original split of the dataset. After
that, we compare the result of our method with the state-of-the-art
personality recognition algorithms. At last, we run several ablation
studies to verify the effectiveness of each feature and modality
used in our method.

4.1 Dataset

To evaluate the performance of our method, we test it on the
First Impressions ChaLearn dataset [10]. To our knowledge, the
ChaLearn dataset is the biggest publicly available audiovisual
dataset with annotated personality traits. As such, it is the most
widely used dataset in the context of multimodal personality pre-
diction. The dataset includes 10,000 15-second videos extracted
from more than 3,000 different YouTube channels and annotated
by five dimensions of the Big Five personality model plus an
interview score. This dataset also provides information on gender,
perceived age, nationality, and ethnicity for each subject.

4.2 Implementation Details

4.2.1 Dependency-free Split of Chalearn Dataset

As we mentioned in Section 2.3, the originally defined sets
(training, validation, and testing) suffer from dependency between
samples. This is because of a random assignment of the video
clips collected from the same channel or even from the same long
video for the training, validation, and testing sets (as shown in Fig.
5 (upper part)). For example, let us consider the videos collected
using the YouTube channel with the ID of "-6otZ7M-Mro" as
shown in Fig. 5. In the original split of the dataset, two videos
namely "-6otZ7M-Mro.000" and "-6otZ7M-Mro.001" are in the
training set, "-6otZ7M-Mro.003" and "-6otZ7M-Mro.005" are in
the validation set, and the other two videos "-6otZ7M-Mro.002"
and "-6otZ7M-Mro.004" are in the testing set. These videos are
all related to one individual. Therefore, it can be inferred that
the identity of the individual portrayed in this subset of videos
featuring the same YouTube channel remains consistent (i.e., the
issue of subject-dependency).

To define a dependency-free split for the dataset, we sorted
the samples by their YouTube channel ID in ascending order.
Then, using the same ratio of 3:1:1, the new split of the data

Fig. 5. The original (upper part) and the dependency-free (lower part) split
of the ChaLearn dataset. The letter ’n’ represents the number of videos in
each set.

is defined such that the first 6000 videos used in the training set,
the next 2000 videos used in the validation set, and the last 2000
videos used in the testing set (as shown in Fig. 5 (lower part)). In
the new split, we also make sure that the distribution of gender
and ethnicity approximately follow their distribution over all the
samples in the ChaLearn dataset (as shown in Fig. 6).

In this new split, the videos across training, validation, and
testing sets do not share the same YouTube channel ID. Thus,
they are not related to the same individual. Therefore, the re-
sults obtained on this new split correctly measure the system’s
generalization in detecting personality cues. A detailed discussion
and comparison between this new split and the original split are
presented in Section 5.1.

4.2.2 Evaluation Metrics

The evaluation metrics used to measure the performance of our
method are the coefficient of determination (R2) and mean accu-
racy (A), defined as following:

R2 = 1 −
∑N

i=1(ŷi − yi)2∑N
i=1(yi − y)2

(2)

A = 1 −
1
N

N∑
i=1

|ŷi − yi| (3)

where yi is the groundtruth for ith observation, ŷi is the system
prediction, and y denotes the mean across all N observations. We
prefer R2 over A for our experimental results, as it compares the
unexplained variance (i.e., variance of prediction errors) with the
total variance of the data. However, since A is also widely used
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TABLE 1
Results provided on the testing set in terms of R2, and mean Accuracy (A ), using the ChaLearn original sets for five personality traits (Openness (O),

Conscientiousness (C), Extraversion (E), Agreeableness (A), Neuroticism (N)), the average over personality traits, and the interview score.
∗ Fine-tuned and trained using the newly defined and dependency-free split, ’-’ if not available.

O C E A N Average Interview

Method R2 A R2 A R2 A R2 A R2 A R2 A R2 A

Song et al. (2021) [16] 0.432 0.918 0.296 0.926 0.369 0.908 0.443 0.918 0.385 0.926 0.308 0.917 - -
Aslan et al. (2021) [65] - 0.916 - 0.922 - 0.920 - 0.916 - 0.915 - 0.918 - -
Giritlioğlu et al. (2021) [66] - 0.913 - 0.918 - 0.917 - 0.913 - 0.914 - 0.915 - -
Li et al. (2020) [5] - 0.919 - 0.921 - 0.920 - 0.917 - 0.914 - 0.918 - 0.924
Principi et al. (2019) [67] - 0.917 - 0.922 - 0.916 - 0.915 - 0.913 - 0.917 - -
Zhang et al. (2019) [6] 0.457 0.915 0.570 0.921 0.552 0.920 0.349 0.914 0.500 0.914 0.485 0.917 - -
Bekhouche et al. (2017) [14] - 0.910 - 0.914 - 0.915 - 0.910 - 0.908 - 0.912 - 0.916
Güçlütürk et al. (2017) [12] - 0.911 - 0.915 - 0.911 - 0.911 - 0.910 - 0.916 - 0.911
Kaya et al. (2017) [7] - 0.917 - 0.920 - 0.921 - 0.914 - 0.915 - 0.917 - 0.921
Zhang et al. (2016) [68] 0.437 0.912 0.544 0.917 0.481 0.913 0.338 0.913 0.475 0.910 0.455 0.913 - -
Proposed 0.495 0.918 0.576 0.921 0.582 0.922 0.371 0.915 0.546 0.917 0.514 0.919 0.572 0.924

Proposed ∗ 0.383 0.909 0.372 0.905 0.446 0.909 0.228 0.909 0.414 0.907 0.369 0.908 0.411 0.912

Fig. 6. The gender and ethnicity distribution over the dataset (outer ring) and
newly defined training, validation, and testing sets.

by previous works, we also report it for comparison with other
state-of-the-art methods.

4.3 Results

Table 1 summarizes the R2 and A of our method validated on
both the new and the original split of the Chalearn dataset. Our
method achieves up 0.9 accuracy for both the new and original
split of the dataset, which means that our method does not overfit
on one specific split. Although the accuracies for the new and
original split are similar, we observe approximately 20% drop in
the performance of R2 from the original to the new split.

For the performance of each modality, our method achieves the
lowest A and R2 on the dimension of agreeableness. This result is
coherent with the results of numerous previous works [6], [68] that

agreeableness is more difficult to recognize compared with other
dimensions by using video data. In general, our method provides
generalizable recognition results among all five dimensions of
personality.

4.4 Comparison between State-of-the-art

Since most of the state-of-the-art personality recognition methods
validate their results using the original split, we use the original
split of the dataset to compare the system’s performance with
them for a fair comparison. Table 1 compares the system per-
formance with several recent studies. As shown in Table 1, our
proposed system outperforms the state-of-the-art in Extraversion,
Neuroticism, interview score, and on average. However, We find
that [16] outperforms (both on R2 and A) all the baseline methods
(including our method) on the dimension of Agreeableness using
the original split of the ChaLearn dataset. In the work of [16],
the user-specific facial dynamics are learned from each subject
independently. Thus, the network has the meta information about
which training samples are from the same subject. We believe
this additional information can promote recognition accuracy on a
specific personality scale.

However, our method still provides the best recognition results
averaged on all the scales. Thus, it is more generalizable among
personality scales compared with [16]. It also performs nearly
as well or as the best results for the other traits. Particularly,
the average R2 improves significantly from 0.369 (1st row) on
the newly defined testing set to 0.514 on the original testing set
(last row). We believe this improvement is related to the depen-
dency between samples rather than the system’s generalization
capability. Therefore, we conjecture a similar (20-30%) decline
in performance will be true for other studies if the dependency
between training and testing samples is removed.

4.5 Ablation Study for features and modalities

Feature-level fusion: As reported in the first three sections of
Table 2, we studied the effect of feature-level fusion between
handcrafted and embedding on performance for the audio and
the visual modalities and their combination (Audio + Visual). As
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TABLE 2
Results are provided on the testing set in terms of R2 using the newly defined dataset split for five personality traits (Openness (O), Conscientiousness

(C), Extraversion (E), Agreeableness (A), Neuroticism (N)), the average over personality traits, and the interview score. The aggregation over the features
is performed using the proposed module. For each modality, the best performance is in bold.

Modality Features O C E A N Average Interview

Audio Handcrafted 0.299 0.186 0.278 0.127 0.289 0.236 0.251
Audio Embedding 0.279 0.276 0.264 0.178 0.316 0.263 0.303
Audio Fusion 0.314 0.278 0.291 0.182 0.334 0.280 0.314

Visual Handcrafted 0.294 0.273 0.381 0.153 0.295 0.279 0.297
Visual Embedding 0.293 0.238 0.358 0.157 0.299 0.269 0.300
Visual Fusion 0.325 0.309 0.415 0.179 0.341 0.314 0.346

Audio + Visual Handcrafted 0.378 0.333 0.428 0.214 0.384 0.347 0.375
Audio + Visual Embedding 0.347 0.337 0.399 0.211 0.38 0.335 0.382
Audio + Visual Fusion 0.383 0.372 0.446 0.228 0.414 0.369 0.411

Verbal BERT embedding 0.034 0.059 0.033 0.017 0.042 0.037 0.041

Audio + Visual + Verbal 0.387 0.374 0.445 0.225 0.411 0.368 0.411

shown in Table 2, for the audio modality, embedding performed
better than handcrafted features. However, their combination re-
sults in better representation, improving R2 from 0.236 and 0.263,
for handcrafted and embedding respectively, to 0.280 for fusion
on average. We also observed a similar increase in the interview
scores (from 0.251 and 0.303 for handcrafted and embedding
respectively, to 0.314 for fusion on average). In the case of the
visual modality, handcrafted features outperformed embedding
on average. However, similar to the audio modality, the fusion
improved the performance considerably from 0.279 and 0.269,
for handcrafted and embedding respectively, to 0.314 for fusion
on average, and from 0.297 and 0.300 to 0.346 for the interview
score. For the combination of these modalities, the results followed
the same trend. R2 was increased from 0.347 and 0.335, for
handcrafted and embedding respectively, to 0.369 for fusion on
average and for the interview score from 0.375 and 0.382 to 0.411.
Therefore, as the results imply, the feature-level fusion brought a
considerable improvement to performance. These results proved
that the embedding obtained by transfer learning when combined
with the handcrafted features provides more representative infor-
mation.

Verbal modality: The fourth section of Table 2 reports the results
of the verbal features to predict personality traits and the interview
score. We conducted several experiments on the validation set with
different methods of extracting verbal features such as bags of
words, bags of n-grams, and word2vec embedding [69]. Thus far,
the best performance was obtained using the pre-trained BERT
model [59]. The embedding over each word was extracted by
the BERT model and later the verbal feature was obtained by
applying a max-pooling layer on the embedding of all words in
the transcription.

As shown in Table 2, the verbal modality achieved an average
R2 of 0.037. The comparison between these results with other
modalities implies that verbal information is less representative
of perceived personality in the ChaLearn dataset. These results
are in line with previous findings over the ChaLearn dataset [10],
[65], [70], [71] where the verbal features resulted in the poorest
performance compared with audiovisual features. We conjectured

that this poor performance is related to the collection process of
the ChaLearn dataset. The videos in the ChaLearn dataset were
collected from YouTube channels. Thus, the individuals neces-
sarily do not talk about personality-relevant topics. Moreover, the
video clips used as input data were trimmed at random timestamps,
which makes them too short to fully cover a topic. Therefore, in
most cases, the speech started or ended in the middle of a sentence.
In conclusion, it appears that the verbal information provides a
very limited amount of clues to the Amazon Mturk workers who
have labeled the dataset.

Modality-level fusion: Concerning the fusion between modalities,
the results, as shown in Table 2, indicate that fusion between
visual and audio features, denoted by "Audio + Visual", provides
a significant enhancement. Specifically, audio-visual fusion im-
proves the average R2 over personality traits from 0.280 for audio
and 0.314 for the visual modality to 0.369. In addition to the
personality traits, the R2 for the interview score has increased
from 0.382 to 0.411. According to previous works [6], [7], [8],
the audio and visual modalities each capture different types of
personality cues. Thus, the results they provide are relatively inde-
pendent. However, they can compensate for each other and provide
additional information for learning personality cues, which is one
of the advantages of predicting personalities using the fusion of
multimodal data compared with using each modality separately.

However, there is no gain when the verbal information is added
to the equation denoted by "Visual + Audio + Verbal". As noted
above, we associate this lack of improvement with the weak effect
of verbal information on the personality ratings for the ChaLearn
dataset.

5 Discussion
5.1 Subject-dependent v.s. dependency-free split: does it
make a difference?

As shown in Table 1, the performance of our methods decline
by approximately 20% after we implement the dependency-free
split of the dataset. Thus, it is worthwhile to discuss whether the
newly defined split of the data offers advantages compared with
the original split.
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TABLE 3
Results are provided on the testing set in terms of R2 using the newly defined sets for five personality traits (Openness (O), Conscientiousness (C),

Extraversion (E), Agreeableness (A), Neuroticism (N)), the average over personality traits, and the interview score. This table compares the proposed
aggregation module with state-of-the-art methods (InceptionTime, Transformer, RNN-GRU) and for visual and audio modalities as well as their

combination (Audio + Visual). For each modality, the best performance is in bold.

Modality Aggregation O C E A N Average Interview

Audio Proposed 0.314 0.278 0.291 0.182 0.334 0.280 0.314
Audio InceptionTime 0.302 0.271 0.274 0.157 0.307 0.262 0.287
Audio Transformer 0.295 0.259 0.274 0.162 0.317 0.261 0.292
Audio RNN (GRU) 0.241 0.209 0.214 0.147 0.267 0.216 0.260

Visual Proposed 0.325 0.309 0.415 0.179 0.341 0.314 0.346
Visual InceptionTime 0.293 0.246 0.389 0.152 0.300 0.276 0.310
Visual Transformer 0.257 0.193 0.356 0.098 0.244 0.230 0.245
Visual RNN (GRU) 0.204 0.162 0.28 0.096 0.228 0.194 0.238

Audio + Visual Proposed 0.383 0.372 0.446 0.228 0.414 0.369 0.411
Audio + Visual InceptionTime 0.370 0.339 0.434 0.207 0.387 0.347 0.387
Audio + Visual Transformer 0.360 0.318 0.418 0.195 0.372 0.333 0.369
Audio + Visual RNN (GRU) 0.289 0.244 0.331 0.164 0.324 0.270 0.329

TABLE 4
Standard deviation for each dependent variable computed within videos
from the same channel (averaged over all channels, σwithin ) and for all

videos in the dataset (σall).

Dependent Variable σwithin σall

Openness 0.083 0.146
Conscientiousness 0.074 0.155
Extraversion 0.081 0.151
Agreeableness 0.084 0.134
Neuroticism 0.085 0.153
Interview Score 0.076 0.148

Escalante et al. [10] argued that the variations in appearance
of the same individual in different videos are high such that it
results in different personality scores when the videos are rated
separately. However, our analysis in Table 4 shows that the mean
of the standard deviations for each dependent variable within the
videos from the same YouTube channel (σwithin) is much lower
than the standard deviation computed for all samples (σall). Thus,
it indicates that the samples from the same Youtube channels
have higher dependency between each other compared with the
samples from all videos. When these samples from the same
Youtube channels are split in the training, validation, and testing
sets respectively, it carries the dependency into different sets. This
dependency between samples across different sets is a type of
data leakage that must be avoided when deep learning models are
utilized.

After analyzing the distribution of variables within and across
different YouTube channels, we further compared the hyperparam-
eters of our model trained by both the original and new split of
the dataset. The original split leads to a different configuration of
the aggregation module as the hyperparameter tuning is carried
out on the original validation set. Specifically, the best perfor-
mance is achieved using Fisher vector encoding [72] in which
the dimension of the aggregated vector is maximized. Initially,

we consider Fisher encoding in our baseline aggregation methods
inspired by its recent application in time series classification [73].
However, later we omitted its results due to its weak performance
and overfitting problem when it is applied to the new split of
the dataset. Our observations indicate that even during the early
phase of hyperparameter tuning, the dependency-free split leads
to entirely different modules in the system when compared with
the original split of the dataset. This observation implies that the
original dataset split is not reliable even at the hyperparameter
tuning phase, as 1674 videos out of 2000 videos in the validation
set share the same YouTube channel with 2948 videos out of 6000
videos in the training set.

In conclusion, the dependency-free split of the dataset makes
a significant difference in the aspect of variable distribution and
hyperparameter tuning. The newly proposed dependency-free split
has important implications for previous and future studies that are
based on the ChaLearn dataset.

5.2 Comparison between different temporal aggregation
methods

In this section, we compare the proposed temporal aggregation
method with different aggregation techniques described in Section
3. The comparison can help us understand whether the unsuper-
vised temporal aggregation method we design offers advantages
compared with sophisticated supervised neural networks.

As described in Section 3, Transformer, InceptionTime, and
GRU networks are trained for 200 epochs using a minibatch size
of 256 and by minimizing the mean squared error for the six
dependent variables. The Adam optimizer [74] is deployed with
the initial learning rate and weight decay of 0.00001. The temporal
autoencoder in the proposed aggregation module is also trained
using the same optimization setup, however, by minimizing the
reconstruction error with an initial learning rate of 0.001. For
all networks, as a preprocessing step, standardization is applied
for each input dimension and over the time axis. The result on
the validation set is used to optimize the hyperparameters. More
details regarding the optimized hyperparameters for each network
can be found in the supplementary materials.
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Here, for the sake of conciseness, results are reported for the
fused features (handcrafted + embedding) of audio, visual, and
the combination of both modalities in terms of R2 over the five
personality traits, its average, and the interview score. The first
row for each modality in Table 3 reports the results of applying the
proposed aggregation module, while the other three rows report
the results of applying the baseline models.

As shown in the upper part of Table 3, for the audio modality,
among the baseline models the InceptionTime outperforms the
other two baselines in Openness, Conscientiousness, and on aver-
age. Instead, the Transformer network gains the best performance
for Agreeableness, Neuroticism, and interview score. However, the
proposed module outperforms all the baselines in all personality
traits and also the interview score. On average, the proposed
module outperforms the InceptionTime by a margin of 0.018
improving R2 from 0.262 to 0.280.

For the visual modality (the middle part of Table 3), among the
baseline models, the InceptionTime achieves the best performance
in all personality traits and the interview score. Nonetheless,
the proposed module achieves the largest R2 for all dependent
variables. The average R2 has improved from 0.276 to 0.314 by
the proposed module compared with InceptionTime performance.

Finally, the bottom part of Table 3 shows the results over
the combination of audio and visual modalities (i.e., "Audio +
Visual"). We observe a similar phenomenon that the Inception-
Time achieves the best R2 performance for all dependent variables
among the baseline models. The proposed aggregation has gained
the best R2: it is increased by a margin of 0.022 from 0.347 to
0.369 by the proposed module compared with the performance of
InceptionTime on average.

Unlike datasets for image or audio recognition, the datasets
for personality recognition are small due to the high amount
of annotation burden for personality. Although the dataset we
use in this work is relatively large, it might be possible that
it is not enough for deep-learning based temporal aggregation
methods (e.g., Transformer). Due to the limited availability of
annotated data in the field of personality recognition, the feature
extraction and temporal aggregation method we designed are all
unsupervised, rendering them particularly appropriate for tasks
characterized by small sample sizes (i.e., avoid the problem of
overfitting for supervised learning). Thus, for the task of person-
ality recognition, our method is more suitable compared to deep-
learning based methods.

In conclusion, the above-mentioned results show the effec-
tiveness of the proposed aggregation module in summarizing the
information across the temporal domain. Therefore, its application
is not limited to this specific task and can be utilized in other
problems such as action recognition and video classification.

5.3 Ethical issue and potential misuse for multimodal-
based personality recognition

While multimodal-based APR can have potential benefits such
as enhancing user experience or personalizing interventions in
healthcare, it can also raise several ethical concerns. As per-
sonalities are recognized as "health data" according to General
Data Protection Regulation [75] (EU GDPR, Article 29), misuse
or unauthorized access to this data can violate an individual’s
privacy. In addition, our method requires facial videos as input
for personality recognition. Facial videos are a form of biometric
data according to GDPR, which is considered highly sensitive and

might lead to profiling since it is unique to each individual. The
misuse of such data can lead to identity theft or other serious
forms of harm. Thus, individuals must be made aware of the type
of data being collected, how it will be used, who will have access
to it, and any potential risks. The researchers have to implement
robust security measures to protect data from unauthorized access
or breaches.

In addition, AI models can also be biased [70] due to flaws in
the datasets they were trained on (e.g. if the dataset overrepresents
certain demographic groups). This could lead to discriminatory
outcomes. Thus, it’s also crucial to ensure that the training data is
diverse and representative. Researchers are also supposed to check
the fairness of the developed model and implement bias mitigation
if the developed model is biased among certain groups.

6 Limitation and FutureWork
Given the challenges of predicting personalities using multimodal
data, there are natural limitations to our work. First, we only
explored standard hand-crafted features and deep-learned features
generated by pre-trained networks. In the future, we want to
explore more unsupervised learning frameworks (e.g., the self-
supervised learning method used in [16]) to promote recognition
accuracy. Second, it is essential to compare the performance
of our method with more state-of-the-art personality recognition
algorithms. However, there are no benchmark classification results
using the dependency-free split of the ChaLearn dataset. Thus, it
is difficult to make comparisons with more advanced algorithms.
In the future, we will compare our method with more state-of-the-
art using open-source Benchmarks [76]. This paper also lacks in-
sightful visualization to validate the effectiveness of the proposed
method. Our task encompasses a multi-label regression problem,
where conventional visualization strategies may not adequately
represent the distribution of personality traits. In future research,
we intend to investigate and develop visualization techniques that
are specifically tailored to multi-label regression problems in the
context of personality recognition. At last, although the feature
extraction and temporal aggregation do not require personality
annotation (i.e., unsupervised), our method still needs these anno-
tations for regression. In the future, we will extend our algorithm
for unsupervised regression and compare its performance with
other supervised methods.

7 Conclusion
In this research, a multimodal system is proposed that incorpo-
rates various improvements, such as a novel temporal aggrega-
tion method and feature extraction strategy. Our ablation studies
conducted on different features demonstrate that the embedding
obtained through transfer learning can significantly enhance the
representational capability when combined with handcrafted fea-
tures. Our experiments on different temporal aggregation meth-
ods also show that the proposed aggregation module within the
system has the ability to identify both global and local temporal
information. In general, our method surpasses the current state-of-
the-art supervised baselines even when trained in an unsupervised
manner. Thus, the feature extraction and temporal aggregation do
not require personality annotations in the training which means
that they can be adapted for datasets with small sample sizes.
Furthermore, we discuss an unintended dependency in one of
the most referenced video datasets. Our proposition introduces
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a new split of the dataset aimed at resolving the issue of subject-
dependency of the Chalearn dataset. It offers a more precise means
to authenticate the subject-generalizability personality recognition
algorithms.
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